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Abstract. Bohmian mechanics provides an explanation of quantum phenomena in terms of point-like par-
ticles guided by wave functions. This review focuses on the use of nonrelativistic Bohmian mechanics to
address practical problems, rather than on its interpretation. Although the Bohmian and standard quantum
theories have different formalisms, both give exactly the same predictions for all phenomena. Fifteen years
ago, the quantum chemistry community began to study the practical usefulness of Bohmian mechanics.
Since then, the scientific community has mainly applied it to study the (unitary) evolution of single-particle
wave functions, either by developing efficient quantum trajectory algorithms or by providing a trajectory-
based explanation of complicated quantum phenomena. Here we present a large list of examples showing
how the Bohmian formalism provides a useful solution in different forefront research fields for this kind
of problems (where the Bohmian and the quantum hydrodynamic formalisms coincide). In addition, this
work also emphasizes that the Bohmian formalism can be a useful tool in other types of (nonunitary
and nonlinear) quantum problems where the influence of the environment or the nonsimulated degrees of
freedom are relevant. This review contains also examples on the use of the Bohmian formalism for the
many-body problem, decoherence and measurement processes. The ability of the Bohmian formalism to
analyze this last type of problems for (open) quantum systems remains mainly unexplored by the scientific
community. The authors of this review are convinced that the final status of the Bohmian theory among
the scientific community will be greatly influenced by its potential success in those types of problems that
present nonunitary and/or nonlinear quantum evolutions. A brief introduction of the Bohmian formalism
and some of its extensions are presented in the last part of this review.

1 Introduction: additional routes are helpful

Solving a particular physical problem has many similar-
ities with making a trip. First, we have to decide which
route to take. Most of the times getting the one recom-
mended by a prestigious guide is enough. Sometimes other
routes are even faster or allow us to see beautiful views of
the countryside while driving. Eventually, we can find un-
expected roadblocks in the selected route and alternatives
are mandatory. A good knowledge of a particular territory
implies that we are able to use different routes. When we
know many routes (and the connections between them),
traveling along this particular region has no mystery to us.

In classical mechanics, for example, most of the times
the recommended route is taking the Newtonian one.
In other occasions, because of the specific characteris-
tics of the trip, it is better to take the Lagrangian, the
Hamiltonian or the Hamilton-Jacobi routes [1]. Quantum

a e-mail: xavier.oriols@uab.es

mechanics is not different. Many times practical prob-
lems are solved with the formalisms associated to the
so-called standard route, also known as the orthodox or
Copenhagen1 route. The standard route itself has many
subroutes. For example, the quantum harmonic oscilla-
tor problem is cleanly and easily studied with the raising
and lowering operators of the (Heisenberg) matrix formu-
lation, while many other problems are better addressed di-
rectly with the (Schrödinger) wave function formalism [6].
Another relevant route is the Feynman path integral for-
mulation which is rarely the easiest way to approach a
nonrelativistic quantum problem, but which has innumer-
able and very successful applications in quantum statistics
and quantum field theory [7]. Certainly, having a good

1 The term Copenhagen interpretation refers to a set of rules
for interpreting quantum phenomena devised by Born, Bohr,
Heisenberg and others [2–4]. Note, however, that some people
argue that the fathers of the orthodox interpretation contradict
each other on several important issues [5].
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knowledge of all possible routes (and their connections) in
the quantum territory is very helpful when facing a partic-
ular quantum problem. However, there are routes that do
not appear usually in the guides. One of these unexplained
routes is Bohmian mechanics2.

The Bohmian formalism was proposed by Louis de
Broglie [12,13] even before the Copenhagen explanation of
quantum phenomena was established. Bohmian mechanics
provides an explanation of quantum phenomena in terms
of point-like particles guided by waves3. One object can-
not be a wave and a particle simultaneously, but two can.
In the fifties, David Bohm [15–17] clarified the meaning
and applications of this explanation of quantum phenom-
ena showing, for example, how the measurement process
can be explained as another type of interaction, without
any ad-hoc rule for it.

In the previous paragraph we made an analogy be-
tween routes and formalisms. The formalism of a theory
is a set of mathematical tools used to explain and make
predictions for a series of phenomena. Apart from its for-
malism, each theory also includes an interpretation, which
describes how the elements of the formalism are related
to the natural objects. The scientific method developed
in the 17th century provided a clear difference between
the roles of the formalism (related to physical discussions
and empirical evidences) and the interpretation (related
to more metaphysical-like discussions). By its own con-
struction, the formalism of Bohmian mechanics does ex-
actly reproduce all experimental results dealing with (non-
relativistic) quantum phenomena [9–11,14,18,19]. There
are many scientists who defend that, after ensuring that
a theory reproduces the empirical data of a laboratory,
metaphysical discussions on the meaning of the formal-
ism become unnecessary. Others, however, argue that such
discussions provide a deeper understanding on how the
theory works and, ultimately, how nature is built. His-
torically, the Bohmian theory has been involved in many

2 We have chosen the name Bohmian mechanics when refer-
ring to the work of Louis de Broglie and David Bohm because it
is perhaps one of the most widespread names nowadays [8–11].
We are not completely satisfied with this choice because it
seems to imply that Bohmian mechanics is not exactly the
same as quantum mechanics. We would prefer a title like ap-
plied quantum mechanics with trajectories, but this possibility
would be misleading, since quantum hydrodynamics, Feynman
paths integrals and others would fit under that title.

3 Quoting Bell [14]: While the founding fathers agonized over
the question ‘particle’ or ‘wave’, de Broglie in 1925 proposed
the obvious answer ‘particle’ and ‘wave’. Is it not clear from
the smallness of the scintillation on the screen that we have to
do with a particle? And is it not clear, from the diffraction and
interference patterns, that the motion of the particle is directed
by a wave? De Broglie showed in detail how the motion of a
particle, passing through just one of two holes in screen, could
be influenced by waves propagating through both holes. And so
influenced that the particle does not go where the waves cancel
out, but is attracted to where they cooperate. This idea seems to
me so natural and simple, to resolve the wave-particle dilemma
in such a clear and ordinary way, that it is a great mystery to
me that it was so generally ignored.

metaphysical disputes about the role of the waves and
the particles when trying to provide a hierarchy between
different quantum theories. As far as one looks for a for-
malism that reproduces experimental results, all quantum
theories (standard, Bohmian, many-worlds, etc.) are per-
fectly valid. The relevant discussion in this review is the
practical usefulness of the Bohmian formalism in our ev-
eryday research, not its ontological implications4. We will
review the efforts done in the literature in different re-
search fields to solve practical quantum problems using
the Bohmian route: what has already been done and also
what can be done.

For practical computations, the knowledge of several
routes and their connection is always helpful when trav-
eling trough the quantum territory. Hence a pertinent
question is “Why is the pilot wave picture [Bohmian me-
chanics] ignored in textbooks?” [14]. The answer seems
to be that many people believe that Bohmian mechan-
ics is not useful in practical applications. For example,
Steven Weinberg wrote in a private exchange with Sheldon
Goldstein [20]: “In any case, the basic reason for not pay-
ing attention to the Bohm approach is not some sort of
ideological rigidity, but much simpler – it is just that we
are all too busy with our own work to spend time on some-
thing that does not seem likely to help us make progress
with our real problems”. Researchers with the opinion that
Bohmian mechanics has a limited utility argue that, apart
from computing the wave function, Bohmian mechanics
requires tracking a set of trajectories that, at the end of
the day, will exactly reproduce the time-evolution of the
wave function, which was already known. Then, what is
the utility of the extra effort for computing Bohmian tra-
jectories? In fact, this argument is based on a poor under-
standing of the abilities of the Bohmian theory. The best
way of refuting this claim is to present (counter) examples
showing that the Bohmian route can be indeed very useful
in some scenarios.

1.1 The structure of the review

This review introduces a discussion on the practical useful-
ness of the Bohmian theory in our daily research activity
focused on three main goals. First, showing with explicit
numerical examples the applicability of the Bohmian for-
malism in solving practical problems in many different
fields. The second goal is presenting a brief introduction
on (nonrelativistic) Bohmian mechanics for newcomers.
The third goal is pointing out that Bohmian mechanics is
much more than reproducing wave functions with trajec-
tories! and emphasizing the capabilities of the Bohmian
formulation of quantum mechanics to deal with nonuni-
tary quantum evolutions such as many body interactions,
measurements, decoherence, etc.

4 We think that, for general purposes, a better theory is that
one with a better ontology. However, for the practical applica-
tions that we discuss in this review, the relevant point is the
usefulness of each formalism in solving practical problems, not
its ontological coherence.
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In order to fulfil these goals we have chosen an unusual
structure for this review. One could expect first a discus-
sion on the postulates of Bohmian mechanics followed by
a development of the mathematical formalism for com-
puting trajectories to finally present some examples of its
usefulness. However, we have selected the inverse order.
The reason is because we are interested in convincing the
reader about the utility of Bohmian mechanics with prac-
tical examples. Thus, we first directly guide the reader to
such examples in the largest part of this review, consisting
of Sections 2 and 3. Later on, the reader can get a deeper
knowledge of the mathematical formalism, its various sub-
routes, or interpretative issues in Section 4 or somewhere
else [9–11,14,18,19].

We have divided the examples shown in this review
in two sets. First, in Section 2, we show some examples
of Bohmian solutions whose development or predictions
are valid for some very specific research fields, and then,
in Section 3, we discuss Bohmian solutions which can be
applied in many different fields of research.

The first examples of Section 2 emphasize how visu-
alizing some quantum problems in terms of trajectories
guided by waves can be very enlightening, even after com-
puting the wave function. See, for example, Section 2.1
where it is shown, through Bohmian trajectories, that an
accurate description of the adiabatic transport of cold
atoms in a triple well potential could require relativis-
tic corrections. Some practical Bohmian approximations
to the many-body problem in electron-nuclei coupled dy-
namics are presented in Section 2.2. Section 2.3 is devoted
to the investigation, through Bohmian trajectories, of the
interaction of intense light fields with matter. Further-
more, in Section 2.4, quantum electron transport with
Bohmian trajectories is presented with a discussion on
how the measurement of high-frequency electrical currents
can be modeled with Bohmian trajectories. All this review
is focused only on nonrelativistic quantum mechanics for
massive particles. However, the understanding of nonrela-
tivistic quantum phenomena in terms of trajectories does
also show a path to rethink some problems of relativistic
quantum mechanics, quantum cosmology, or even classi-
cal optics. Some of these last examples are mentioned in
Section 2.5.

In Section 3 we group topics of research that are
transversal to many research fields. For example, the
works in Sections 3.1 and 3.2 show how scattering and
collisions (which commonly appear in almost all research
fields dealing with quantum problems) are understood
with the use of Bohmian trajectories. A Bohmian ap-
proximation to the many-body problem is presented in
Section 3.3 with the use of conditional Bohmian wave
functions. Section 3.4 discusses the Bohmian formalism
for quantum measurements and its application to recent
experimental progress on the measurement of local ve-
locities, as well as the old tunneling time problem. Sec-
tion 3.5 discusses how quantum chaos can be illuminated
with Bohmian mechanics, while some Bohmian ideas on
how the classical world emerges from a quantum one are
presented in Section 3.6.

After these two sets of examples on Bohmian applica-
tions, in Section 4, we discuss the original routes, i.e. the
formalism, opened by the Bohmian theory. For example,
the trajectories can be computed from the Schrödinger
or from the Hamilton-Jacobi equations. See the mathe-
matical differences in Sections 4.1 and 4.2. We also dis-
cuss the complex action formalism in Section 4.3. After-
wards, in Section 4.4, we present the so-called conditional
wave function formalism, which has many potential ap-
plications for practical computations since it provides a
natural bridge between the high-dimensional (computa-
tionally inaccessible) configuration space and the physical
(ordinary) space. We provide two additional subsections
discussing how expectation values can be extracted from
Bohmian mechanics. One possibility, briefly reviewed in
Section 4.5, is getting the expectation values directly by
averaging the (Bohmian) position of a pointer. Another
possibility, shown in Section 4.6, is using the standard
operators. We end this section with a summary of the
formalism in Section 4.7.

In any case, in spite of the unusual structure of this
review, Sections 2, 3, and 4 (and their subsections) have
been written independently and can be read in any order.
Back and forth from applications to formalism. Finally,
Section 5 contains the final remarks of this review.

1.2 Only the tip of the iceberg has been investigated

We would like to stress that, in fact, most of the
works mentioned above deal only with the (unitary)
time-evolution of the Schrödinger equation. In that case,
Bohmian mechanics coincides with quantum hydrodynam-
ics in many aspects. The hydrodynamic route, which was
initially developed by Madelung [21], also deals with the
concept of local velocity fields but does not explicitly as-
sume individual trajectories. Therefore, many parts of Sec-
tions 2 and 3 can also be understood as a review on quan-
tum hydrodynamics. On the other hand, other parts of
the review discuss the nonunitary evolutions of a quan-
tum subsystem. Then, the Bohmian explanation provides
a completely different route to the hydrodynamic one. Let
us further develop this last point, which remains mainly
unexplored by the scientific community.

As we have already indicated, many practical quantum
problems require the knowledge of the unitary evolution
of a quantum system. The standard route solves this type
of problems by looking for the solution of the Schrödinger
equation. When the Bohmian route is selected, these prob-
lems are solved, for example, by computing the trajecto-
ries that reproduce the previous (unitary) evolution of the
wave function (or similar techniques mentioned above).
The hydrodynamic route follows an identical path for this
type of problems. Although the Bohmian contribution
can be of great relevance, these practical quantum prob-
lems imply (somehow) a short trip through the quantum
territory.

Other practical problems, however, imply taking a
much longer trip. For example, let us imagine that we
want to study a system formed by a few interacting atoms.
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The exact solution of the wave function is computationally
inaccessible, what is known as the many-body problem.
Since almost all quantum problems of interest deal with
many degrees of freedom, can the Bohmian route help in
the many-body problem of the Schrödinger equation? The
answer is yes. Further discussion on this topic can be found
in Sections 3.3 and 4.4. Success on such direction would
produce an important impact on many different research
fields. In any case, it seems obvious that the success of
this approach will require a significant effort to connect
Bohmian and standard many-body approximations.

Another (but somehow connected) type of problems
implying a long trip is the study of open quantum systems,
whose solutions are inaccessible from the Schrödinger
equation. An open quantum system can be viewed as
a distinguished part, a quantum subsystem, of a larger
closed quantum system. The other subsystem is the en-
vironment, the measuring apparatus, etc.5 The quantum
subsystem does no longer follow a unitary evolution. Some
times even the superposition principle is no longer valid in
such a subspace. For example, let us imagine that we are
interested in predicting the total current measured in an
electronic quantum-based device. Following the standard
route, whenever the interaction between the electrons of
the quantum device and those of the measuring apparatus
are relevant, a second law (different from the Schrödinger
equation) is used, i.e., the so-called collapse of the wave
function [2]. This second law requires a new nonunitary
operator (different from the Hamiltonian present in the
first law) to encapsulate all the interactions of the quan-
tum systems with the rest of the particles (including the
ammeter, the cables, the environment, etc.). The addition
of this postulate brings many questions with it. Which is
the operator that determines the (nonunitary) evolution
of the wave function when measuring the total current?
Is this measurement process “continuous” or “instanta-
neous”? Does it cause a “weak” or a “strong” perturbation
on the wave function? The answers to these questions are
certainly not simple. Over the years, physicists have iden-
tified the operators, by developing instincts on which are
the effects of measurements on the wave function. Let us
fully clarify that we are not interested on metaphysical
discussions about quantum measurement. We are only in-
terested in practical computations (of the total current in
the previous example) and how useful the different avail-
able formalisms are. The standard quantum formalism has
an extraordinary ability to provide very accurate and suc-
cessful predictions on many types of measurements, but
for some particular problems where the role of the appa-
ratus is not so obvious, insights provided by other routes
can be very useful.

In the Bohmian formalism the measurement process
is treated just as any other type of interaction. All de-
grees of freedom of the quantum system, the measur-
ing apparatus and the environment are present in the

5 The roles of measurement, decoherence or environment are
interchangeable in our present qualitative discussion. They all
refer to the interaction of the system with the rest of the
universe.

many-particle wave function and in the many-particle tra-
jectory. The Schrödinger equation (in this larger configu-
ration space) determines the time evolution of the many
particle wave function of everything. By construction, the
Bohmian as well as the other more traditional approaches
produce the same statistical predictions of any type of
measurements [9–11,22]. However, they may seem to fol-
low two very different mathematical paths when dealing
with quantum phenomena that imply open quantum sys-
tems with nonunitary evolutions such as measurements,
decoherence, etc. The standard separation between what
is defined as a quantum system and what is the apparatus
is not needed within the Bohmian formalism6.

Whether or not the Bohmian route can be useful in
quantum problems dealing with nonunitary and nonlin-
ear evolutions remains almost unexplored in the litera-
ture. The recent experimental and theoretical interest on
ultrafast dynamics, nanometric manipulation of quantum
particles, weak measurements, etc., suggest that the in-
trinsec characteristics of the Bohmian route (with a mi-
croscopic description on how the system interacts with the
measuring apparatus) can be very useful. We also discuss
along this review the quite novel concept of the Bohmian
conditional wave function. There is, therefore, much more
to explore along the Bohmian route. There is, therefore,
much more to explore along the Bohmian route.

2 Applications to forefront research fields

In this section and in order to show the usefulness of the
Bohmian formalism, we will discuss its use to address some
particular problems in different forefront research fields in
physics ranging from matter-wave transport via tunnel-
ing to nanoelectronics. More transversal problems such as
those involved typically in chemistry, e.g., reactive scat-
tering and elastic collisions, nonlinear dynamics, and con-
ceptually fundamental problems in physics, e.g., quantum
measurement, decoherence, and the quantum-to-classical
transition, will be discussed in detail in Section 3. We will
also present at the end of this section a brief discussion on
the application of Bohmian mechanics to scenarios beyond
those governed by the spinless nonrelativistic Schrödinger
equation.

The central problem in simulating a many-body quan-
tum system comes from the fact that its wave function
lives in a 3N -configurational space, being N the number
of particles. Therefore, even the simulation of the dynam-
ics of the simplest atom, namely the hydrogen atom, re-
quires the numerical integration of the Schrödinger equa-
tion in six dimensions, three for the electron and three
for the proton. At present, our best computers are able
to numerically solve the Schrödinger equation at most in
five dimensions [23], which means that even the numerical
integration of a two-particle three-dimensional system is
out of our computational scope. Thus, to numerically solve

6 See for instance an enlarged discussion on Bohmian mea-
surements in Section 4.5 and its practical application to the
computation of THz electrical currents in Section 2.4.
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many-body quantum systems two approaches are feasible:
(i) to reduce the number of dimensions being simulated,
e.g., to deal with one or two-spatial dimensions, to re-
call some symmetries of the problem, to apply the Born-
Oppenheimer approximation, etc.; or (ii) to use coupled-
conditional wave functions each of them describing one
workable partition of the whole quantum system. In the
following, we will show how Bohmian quantum mechanics
can be used in several forefront fields of research. With
this aim, we will consider next either a single particle sys-
tem or a many-body quantum system where any of the
two previous approaches has been applied.

2.1 Ultracold atoms: matter wave transport

Ultracold neutral atoms are atoms whose temperature
is typically below some tenths of microkelvin, such that
their quantum-mechanical properties become relevant,
i.e., their dynamics is governed by the (nonrelativistic)
Schrödinger equation. Magneto-optical traps are com-
monly used to reach such low temperatures while further
manipulation can be achieved by means of the dipole force
of focused far-detuned laser beams. In this context, sin-
gle neutral atoms can be stored, for instance, in optical
dipole traps created with microlens arrays [24]. Alterna-
tively, stationary light fields can be used to create single-
trap-occupancy optical lattices from a Bose-Einstein con-
densate via the Mott insulator transition [25]. Interest in
the physics of ultracold atoms comes from both academic
and practical perspectives. Ultracold atoms have become
a fundamental system to test the principles of quantum
mechanics and condensed-matter physics [26], e.g., for un-
derstanding quantum phase transitions, bosonic superflu-
idity, many-body spin dynamics, Efimov states, quantum
magnetism, etc. However, they also constitute the building
blocks of future devices for quantum engineering technolo-
gies like quantum metrology, quantum simulation, and
quantum computation.

In ultracold atom physics, Bohmian mechanics has
been applied to investigate the adiabatic transport of a
single atom between the outermost traps of a system
formed by three identical traps [27] (see Fig. 1a). In the
adiabatic regime, where the system’s parameters, such as
the tunneling rates, are smoothly varied in time, there is
one energy eigenstate of the system, the so-called spatial
dark state, that reads |D(θ)〉 = cos θ|L〉 − sin θ|R〉, be-
ing |L〉 and |R〉 the localized ground vibrational states for
left and right traps, respectively, and tan θ = JLM/JMR

with JLM and JMR being the tunneling rates between left-
middle and middle-right traps, respectively. Note that di-
rect tunneling between the outermost traps is neglected.
Let us assume that an individual atom is initially located
in the ground vibrational state of the left trap and that
one has the ability to move the trap centers such that the
tunneling rates can be temporally varied at will. Thus, if
one approaches and separates first the middle and right
traps and, with a certain time delay, the middle and left
traps are also approached and separated, as indicated in
Figure 1b, it becomes possible to adiabatically transfer the
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Fig. 1. (a) Sketch of three-level atom-optical system for a
single atom in a triple-well potential. For the definition of
states and couplings see the text. (b) Temporal evolution of
the trapping potential with the dashed color lines indicating
the trap centers. (c) Density probability |ψ(x, t)|2 showing the
spatial adiabatic passage of a single neutral atom between the
outermost traps of the triple-well potential.

atom from the left to the right trap following |D(θ)〉 and
without populating the middle trap (see Fig. 1c). This ro-
bust and efficient transport process is called spatial adi-
abatic passage [28] and is the atom-optics analog of the
well-known quantum optical Stimulated Raman adiabatic
passage (STIRAP) technique [29]. It was argued in ref-
erence [30] that, as in the adiabatic limit the dark state
|D(θ)〉 does not involve the middle trap, transport takes
place directly from the left to the right trap, which is
known as the transport-without-transit paradox:

“Classically it is impossible to have transport with-
out transit, i.e., if the points 1, 2, and 3 lie sequen-
tially along a path then an object moving from 1 to
3 must, at some time, be located at 2. For a quan-
tum particle in a three-well system it is possible to
transport the particle between wells 1 and 3 such
that the probability of finding it at any time in the
classical accessible state in well 2 is negligible”.

Clearly, quantum transport without transit is in contradic-
tion with the continuity equation that can be derived from
the Schrödinger equation. The unraveling of this equation
in terms of Bohmian trajectories provides a very clear
physical picture of continuity (see Eq. (9) in Sect. 4.1).
Thus, Figure 2a displays, at the central region, the cor-
responding Bohmian trajectories for the spatial adiabatic
passage process under discussion, while Figure 2b shows
their corresponding velocities as a function of time. The
slope of the trajectories around the position of the middle
trap center indicates that the trajectories accelerate when
crossing the central trap. The fact that the wave function
presents at all times a quasinode in the central region,
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Fig. 2. (a) Positions and (b) velocites of the Bohmian tra-
jectories for the central region of the spatial adiabatic passage
sequence shown in Figure 2. Thick dashed lines represent the
mean value of (a) the position, and (b) the velocity scaled up
by two orders of magnitude.

implies that the trajectories must cross it at a high velocity
since the probability density around it is always very small
(see Fig. 2b). Note that at variance with other quantum
systems where the high Bohmian velocities are found in
energetically-forbidden regions, in this case this happens
around the trapping potential minima of the central well.
Note also that the velocity of an individual trajectory is
not a quantum observable since one should average over
all the trajectories. In any case, the trajectories clearly
show that the continuity equation is perfectly fulfilled.

Moreover, by slowing down the total spatial adiabatic
sequence, the transport process will become more adia-
batic and the instantaneous state of the atom will remain
closer to the ideal dark state. Thus, the middle trap will
be less populated, resulting in an increase of the veloc-
ity of the trajectories in the central region. Therefore,
a very counterintuitive phenomenon appears: by increas-
ing the time for the transport of the entire wavepacket,
the peak velocity that each of the trajectories reaches
increases. There is no apparent bound to the trajectory
velocities in the middle region as the limit of perfect
adiabaticity is approached, and at some point Bohmian
trajectories might surpass the speed of light. As discussed
by Leavens and Sala Mayato [31] in their investigations
of the tunnel effect, superluminal tunneling times are “an
artifact of using the nonrelativistic Schrödinger equation”,
and that, with a correct relativistic description, i.e., by
using Dirac equation, Bohmian velocities cannot surpass
the speed of light, see also [32]. Therefore, it can be con-
cluded that the appearance of superluminal trajectories
would mean that our system is no longer correctly de-
scribed by Schrödinger’s equation, and relativistic correc-
tions would be needed to properly describe its dynam-
ics. It is surprising that Schrödinger’s equation ceases
to be valid and one should consider such corrections in
situations where the process is performed very slowly.
Note that an infinite transport time is not needed for
Schrödinger’s equation to fail, because faster-than-light
trajectories would start appearing for finite times, albeit
very long compared to the time scales considered here. Ul-
timately, the origin of the transport-without-transit para-

dox is the incorrect use of the (nonrelativistic) Schrödinger
equation in the adiabatic limit.

It is also worth noting that very recently Huneke
et al. [33] have investigated, in an open triple quantum dot
system, steady-state electronic transport via spatial adia-
batic passage showing that noise in the resulting current
correlates with the population in the middle dot. Thus, it
could be possible to experimentally investigate the main
signature of spatial adiabatic passage, i.e. the vanishing
population of the middle dot, without the back action that
would produce a direct measurement of the population in
the middle dot.

Spatial adiabatic passage for two identical atoms in
a triple-well potential has been also discussed in terms
of Bohmian trajectories [34], proposing efficient and ro-
bust methods to coherently transport an empty site, i.e.,
a hole, which, eventually, could be used to prepare defect-
free trap domains, to perform quantum computations or to
design atomtronic devices. In fact, taking into account the
bosonic or fermionic statistics of these atoms and making
use of both the collisional interaction and the exchange in-
teraction, hole transport schemes for the implementation
of a coherent single hole diode and a coherent single hole
transistor have been discussed [34].

To sum up, in ultracold atom physics, Bohmian tra-
jectories have been used to get physical insight into the
adiabatic transport of single atoms, Bose-Einstein con-
densates, and holes in triple well potentials [27,34]. One
can foresee that future research in this field would be
focused on applying Bohmian algorithms for mesoscopic
systems [35] to the dynamics of a few cold atoms.

2.2 Nonadiabatic molecular dynamics

The dynamics of chemical processes can nowadays be
treated on a relatively routine basis. The molecular dy-
namics method provides a description of the microscopic
motion of individual atoms driven by classical forces com-
puted from semiempirical force fields. Despite the success
of molecular dynamics to describe systems ranging from
simple liquids and solids to polymers and biological sys-
tems, force fields have a number of serious limitations [36].
To surpass these problems, one of the most important
developments in molecular dynamics, is the so-called
ab-initio molecular dynamics method, which combines
nuclear dynamics with forces obtained from electronic
structure calculations. The Born-Oppenheimer potential
energy surfaces (BOPESs) are the central concept for un-
derstanding ab-initio molecular dynamics. BOPESs have
been mapped out with higher and higher accuracy for
larger and larger molecular systems with accurate first
principles electronic structure methods (such as density
functional theory or time-dependent density functional
theory). Under the assumption that electrons adjust adi-
abatically to the slower motion of the nuclei, nuclear dy-
namics simulations have been carried out on top of sin-
gle BOPESs, both assuming classical equations of motion
or with more accurate quantum mechanical propagation
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schemes for small systems, sometimes with spectacular
success in reproducing experiments [37].

Many challenging chemical processes, however, cannot
be properly described with a single potential energy
surface. The assumption that electrons adjust instan-
taneously to the motion of the nuclei becomes mean-
ingless whenever electron and nuclear motions occur on
comparable time-scales [38]. Electronic (nonadiabatic)
transitions between potential energy surfaces play, indeed,
a pivotal role in numerous chemical processes, such as elec-
tron transfer in electrochemical reactions, ion-molecule re-
actions, or in proton-coupled electron transfer [39]. Simi-
larly, electronic transitions between different BOPESs are
essential to asses the performance of single-molecule elec-
tronic devices [40]. To study these nonadiabatic processes
it is necessary to go beyond the quasi-static view of the
electron-nuclear interaction. Mixed quantum-classical ap-
proaches, where electrons are treated quantum mechani-
cally and the nuclei are described with classical mechanics,
have become particularly appealing because of the lo-
calized nature of the nuclei in many relevant scenarios.
The interaction between classical and quantum degrees
of freedom is usually addressed assuming a self-consistent
field, i.e. nuclei evolve on top of a single effective poten-
tial energy surface defined as a weighted average of the
involved adiabatic BOPEs. Entanglement is hardly de-
scribed by these (Ehrenfest-like) approaches because the
back-reaction between classical and quantum subsystems
is described under mean-field assumptions [41–44]. Multi-
configuration schemes, such as Tully’s surface hopping, are
in general required to account for bifurcation paths with
entaglement [45,46]. Although the undeniable success of
these mixed approaches to describe many nonadiabatic
phenomena, some limitations arise when quantum nuclear
effects such as tunneling [47], decoherence [48] or interfer-
ences [49] occur. Only the so-called quantum wavepacket
methods [50–52] provide a complete description of nuclear
quantum effects, although their computational cost be-
comes rapidly unaffordable with the size of the system.

Bohmian mechanics offers a trajectory-based scheme
to describe quantum nuclear effects, and represents in
this way an alternative to the quantum wavepacket meth-
ods [50–52]. Since the pioneer work of Lopreore and Wyatt
in 1999 [53], several schemes based on Bohmian mechanics
have been proposed to describe molecular dynamics be-
yond the adiabatic regime. Based on a diabatic represen-
tation of the molecular wave function, wave packets rep-
resenting the nuclear motion are discretized into a set of
Bohmian fluid elements. These trajectories are followed in
time by integrating coupled equations of motion which are
formulated and solved in the Lagrangian picture of fluid
motion according to the Hamilton-Jacobi equations (see
Sect. 4.2) [54,55]. For model two-state collision problems,
even with a small number of fluid elements, the method ac-
curately predicts complex oscillatory behavior of the wave
packets.

Alternatively, based on an adiabatic decomposition
of the electron-nuclear wave function, Tavernelli and co-
workers have recently presented an interesting approach

Fig. 3. NABDY applied to the collision of H with H2 (χ = 89o

and d(HH) = 1.4 a.u., see figure in the inset). An initial Gaus-
sian wavepacket is prepared on the ground state (t1 = 0 a.u.)
with an initial momentum k = 75 a.u. In the figure, it is
shown the probability density of the nuclear wavepacket ob-
tained with 352 trajectories at the initial time (t1) and after
the region of coupling (t3 = 300 a.u.). The displacement of
the resulting wavepackets in the vertical direction is arbitrary.
Blue: wavepacket on state 1; orange: wavepacket on state 2;
black dotted line: nonadiabatic coupling strength. The inset
shows the time evolution of the population transfer obtained
using the different schemes (TSH: 3112 trajectories).

which is suited for the calculation of all electronic struc-
ture properties required for the propagation of the quan-
tum trajectories [56]. The nuclear equations of motion
are formulated in terms of the Hamilton-Jacobi equations
(see Sect. 4.2) while density functional theory and time-
dependent density functional theory are used to solve the
electronic structure at each time step. As an example of
the potential of this method to deal with electron-nuclear
coupled dynamics, in reference [56] the authors perform
on-the-fly Bohmian dynamics of the collision of H with
H2 using time-dependent density functional theory with
the local-density approximation functional for the descrip-
tion of the BOPESs and the nonadiabatic coupling vec-
tors [57]. In Figure 3, results obtained for the colliding H
atom along the collision path (displayed in the inset) are
shown. Due to the strong nonadiabatic coupling, a par-
tial population of the excited state is obtained by simple
collision without the need of an external radiation field.
The agreement between nonadiabatic Bohmian dynamics
(referred as NABDY in the figure) and the exact prop-
agation for the amount of population transferred to the
upper surface (inset Fig. 3) is very good, while in the case
of Tully’s surface hopping (TSH in the figure) the transfer
occurs at a slightly faster rate.

Bohmian approaches to electron-nuclear coupled dy-
namics have been also derived without relying on a
basis-set (diabatic or adiabatic) representation of the full
molecular wave function. In references [58,59], electrons
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are described by waves that parametrically depend, via
the total potential energy of the system, on nuclei tra-
jectories. The electronic waves are used to calculate
Bohmian trajectories for the electrons which are required
to calculate the force acting on the nuclear variables de-
scribed by approximations on the quantum Hamilton-
Jacobi equations (see Sect. 4.2). Even in the classical
limit [60], these approaches offer a solution to the tra-
jectory branching problem by creating a new type of
quantum back-reaction on the classical subsystem. In the
quantum-classical Ehrenfest approximation, which is the
most common approach, a single average classical trajec-
tory is generated [41–44]. In contrast, in reference [60] an
ensemble of quantum-classical Bohmian trajectories is cre-
ated for a single initial quantum-mechanical wave func-
tion. The Bohmian quantum-classical method is uniquely
defined and gives results that are similar to surface
hopping [61].

Christov also presented an ab-initio method to solve
quantum many-body problems of molecular dynamics
where both electronic and nuclear degrees of freedom are
represented by ensembles of Bohmian trajectories. In ref-
erence [62], the guiding waves are solutions of a set of
approximated Schrödinger equations evaluated along elec-
tronic and nuclear trajectories. The quantum nonlocal-
ity is incorporated into the model through effective po-
tentials which are efficiently calculated by Monte Carlo
integration. Unlike other many-body methods based on
density functional calculations of the electronic structure,
this approach uses explicit Coulomb potentials instead of
parametrized exchange-correlation potentials. The calcu-
lation of quantum potentials, which is a major bottle-
neck for those methods based on the Hamilton-Jacobi
equations, is also avoided in reference [62].

Despite the potential of Bohmian approaches to deal
with nonadiabatic processes, equations of motion retain-
ing the quantum flavor of the nuclei have only been applied
to model systems of very small molecules. Their exten-
sion to systems made of more than a few atoms remains
questionable due to the instabilities associated with the
calculation of the quantum potential, and/or the lack of
a proper procedure to couple them with well established
electronic structure methods. Certainly, Bohmian ap-
proaches based on the propagation of the exact Hamilton-
Jacobi equation cannot avoid the bothersome compu-
tation of the quantum potential. Only under certain
approximations this problem can be relieved [58–60]. Un-
fortunately, since the quantum potential does carry cru-
cial information about the quantum nature of the nuclei,
these approaches often fail to capture quantum nuclear ef-
fects such as tunneling, interference or the splitting of the
nuclear probability density. There exist alternative quan-
tum trajectory-based approaches that do avoid the calcu-
lation of the quantum potential, e.g. the complex action
formalism [63,64], the so-called quantum mechanics with-
out wave functions [65], or the recently proposed exten-
sion of the conditional wave function scheme [66]. These
approaches are still immature and their suitability to be
coupled to well established electronic structure methods

has not been yet demonstrated. Surpassing these draw-
backs may be just a matter of time, and would result
in a prominent computational tool to deal with general
nonadiabatic phenomena.

2.3 Intense light-matter interaction

Since the invention of the laser there has been a pressing
need to obtain light sources with increasingly higher in-
tensities. This has been possible with the development of
techniques such as Q-switching, mode-locking and chirped
pulse amplification. For relatively low laser intensities,
Einstein’s photoelectric effect is enough to describe the
main features of photoionization. As the light intensity
increases, a plethora of inherently quantum phenomena
appear [67]. These effects include the ionization of atoms
in multiphoton transitions with energies well above the
ionization threshold [68] and the emission of high-order
harmonics of the incident light [69] which allows for the
generation of ultrashort pulses, the emission of ultrahigh
frequency light or the imaging dynamics of chemical pro-
cesses (see for instance Refs. [70–72]). All these processes
require a quantum description of the interaction between
light and matter.

In order to overcome the computational limit imposed
by the exponential growth of the configuration space with
the system dimensions, it is a usual approximation to
consider only electron dynamics, while fixing the atomic
(much more massive) nuclei positions, and to restrict the
dynamics to one or two dimensions. This allows to com-
pute the dynamics of a one-dimensional lithium atom
(with three electrons) with a desktop computer [73]. Even
though this is a drastic approximation, it retains the main
physics of the photoionization dynamics. The study of the
full dynamics of more complex atoms is very computa-
tionally demanding, and only helium has been studied so
far [23,74].

The one or two-dimensional hydrogen atom has been
extensively studied in the literature, also with Bohmian
trajectories, as a prototype system to investigate pho-
toionization. Figure 4 shows the time evolution of some
trajectories in the one-dimensional hydrogen model. Some
of the outer trajectories escape from the nucleus, and thus
should be associated with ionization. The ones around
the nucleus correspond to the internal electron dynam-
ics, and as we will see later, are more relevant for the
main features of harmonic generation. This model has
been used for instance to perform straightforward calcu-
lations of the above-threshold ionization and harmonic-
generation emission spectra [75–77], as well as for an
insight into the role of the quantum potential in pho-
toionization [78], or even to study the chaotic behavior of
classical and Bohmian trajectories [79]. Moreover, a self-
consistent method [80] based on the quantum Hamilton-
Jacobi formalism (see Sect. 4.2) has been proposed to
study hydrogen photoionization.

A quantum Monte Carlo method based on Bohmian
trajectories to simulate the dynamics of multielectronic
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Fig. 4. (a) Bohmian trajectories associated with the one-
dimensional electron dynamics of a hydrogen atom interact-
ing with a light field of 300 nm wavelength and an intensity
of 1.26× 1024 W/cm2. (b) Enlarged view at the region around
the atomic nucleus. The blue dashed curve represents the mean
value of the electron position. τ = 1 fs is the light period and a0

is the Bohr radius.

atoms in ultrastrong fields has been developed by
Christov [81]. This approximate method is related to
the conditional wave function formalism, (see Sect. 4.4),
and reduces the problem of solving the N -body
Schrödinger equation to solving a set ofN coupled pseudo-
Schrödinger equations. Each of these sets yields the dy-
namics of a single trajectory (for all the particles), which
can be repeated for different initial positions to recover the
full dynamics. This time-dependent quantum Monte Carlo
method provides a polynomial scaling for the integration
time with the number of particles [82] and can be applied
to both finding the ground state of an atom [83] and study-
ing its dynamics under an ultraintense laser pulse [84,85].
While most of its applications have been focused in one-
dimensional helium, it has also been applied to three-
dimensional helium [86]. This method also allows for the
use of an effective potential which can model the nonlocal
interaction between electrons, introducing correlations in
their quantum state [87], and thus, is an adequate tool to
study the role of nonlocality in multielectron states [88].

Bohmian trajectories have also been used to study the
dynamics of high-order harmonic generation. The har-
monic generation spectrum can be calculated from the
Fourier transform of the electric dipole induced in an atom
inside an oscillating field, which corresponds to the mean
position of the electron inside a hydrogen atom. It has
been shown that trajectories from different parts of the
electron wave packet contribute to different parts of the
harmonic spectrum [89]. On the one hand, those trajec-
tories starting far from the nucleus which ionize and os-
cillate with the field frequency provide a better represen-
tation of the low-frequency part of the spectrum. On the
other hand, the plateau and the cut-off characteristics of
the high-order harmonic spectrum are better represented
by the inner trajectories which start closer to the atomic

0

0.5

1

−2

0

2

4

6

8

0 1 2 3

t/τ

−3

−2

−1

0

1

2

3

−3 −2 −1 0 1 2 3

x/a0

(b)

PI

(c)

Lz

h̄

(a)

y

a0

Fig. 5. Interaction of a hydrogen atom with a left-circularly
polarized (s = 1) Laguerre-Gaussian beam with � = 1. The
light pulse has a peak intensity of 6.7 × 1024 W/cm2, a beam
waist of 4.79 μm, a 45 nm wavelength, and is three cycles long.
(a) Projection on the transverse plane of the electron Bohmian
trajectories. The black dot at the centre corresponds to the
electron position mean value (at all times). Time evolution of
(b) the ionization probability and (c) the expectation value of
the electron angular momentum along the light propagation
axis. τ = 150 as is the light period and a0 is the Bohr radius.

nucleus and have much richer dynamics very similar to
the mean electron position, as can be seen in Figure 4b.
This has been confirmed by more in-depth studies with
long-range and short-range potentials but also have as-
sessed that outer trajectories affect nonlocally the central
ones [90,91].

It is widely known that light carries s� angular mo-
mentum per photon due to its polarization (s = ±1 for
left/right circular polarizations), but light can also carry
orbital angular momentum due to its transverse profile.
For instance, Laguerre-Gaussian beams have an azimuthal
phase dependence exp(i�φ) which endows them with an
angular momentum of �� per photon. The interaction of
such beams with an atom has particular selection rules
which allow for a transfer of angular momentum to the
electron state of more than � per photon [92]. A de-
tailed study of the dynamics of a hydrogen atom inter-
acting with such light pulses was carried out in refer-
ences [77,92,93]. Due to the spatial profile of the light,
no reduction of the system dimensionality could be taken,
and the Schrödinger equation was integrated in three-
dimensions for different polarizations, relative positions
between the atom and the pulse, and pulse lengths. In
this particular case, Bohmian trajectories were used to il-
lustrate how electrons absorb angular momentum due to
the light polarization and due to its orbital angular mo-
mentum [77,93]. For instance, in the case where the spin
and orbital and angular momentum of the incident light
point in the same direction, the trajectories associated to
the electron clearly rotate around the light vortex while
the electron mean position remains at rest at the origin
(see Fig. 5a). This exchange results in an increased ion-
ization and a large transfer of angular momentum to the
electron (cf. Figs. 5b and 5c).

Another interesting case which has been studied with
Bohmian trajectories is the interaction of a molecule with
an electromagnetic field. As in the atom case, one would
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expect that the ionization is largest when the electric field
of the incident light is maximum, since the tunnel barrier
is thinner as the electric field is stronger. However, the in-
teraction of a H+

2 ionic molecule with an intense infrared
laser pulse presents multiple bursts of electron ionization
within a half-cycle of a laser field oscillation [94]. The
tunneling dynamics of the electron between the localized
states around each hydrogen nucleus is much faster than
the electric field changes, and thus it modulates the ioniza-
tion bursts, as can be seen from the Bohmian trajectories
of the electron [95]. Furthermore, the trajectories can be
used to build a two-level model for the relative phase of the
two localized states which allows to predict the Bohmian
velocity of the trajectories inside the molecule and obtain
the subcycle ionization structure [95].

Bohmian trajectories have also been used in the study
of the ionization dynamics of a one-dimensional H2 mol-
ecule [96]. The main aim of this work was to distinguish
between two different classes of ionizations depending if
the dynamics of the two electrons are correlated or un-
correlated. A trajectory interpretation easily allows to
distinguish between these two different ionizations, while
the wave function alone does not help in elucidating
“from which part of the wave packet the ejected electron
originates”.

In conclusion, Bohmian mechanics is a novel tool to
study a wide range of situations in the field of strong light-
matter interaction. Bohmian trajectories have been used
to both perform calculations and get insights on the dy-
namics. The application of the time-dependent quantum
Monte Carlo method [81–88] could allow in the future to
study more complex atoms and molecules.

2.4 Nanoelectronics: from DC to the THz regime

The seek of faster and smaller devices is inevitably driving
the electronics industry to develop electron devices made
of solid-state structures that rapidly approach the quan-
tum regime7. Under these circumstances, electron motion
can no longer be described by classical mechanics because
it obeys quantum-mechanical laws. After Landauer’s sem-
inal work [97] in 1957, relating the electrical resistance of
a conductor to its scattering (tunneling) properties, sig-
nificant effort has been devoted to improve our ability to
predict the performance of such quantum electron devices.
In the stationary regime (DC), conductance quantization,
quantum Hall effects or Friedel oscillations are, just to
mention a few, quantum phenomena that emerge when
confining charged particles in nanostructures exposed to
electrostatic (or electromagnetic) driving fields. Scattering
matrices, Green functions, quantum master equations or
density functional theory among many other formalisms

7 The 2012 edition of the International Technology Roadmap
for Semiconductors can be found online at http://www.itrs.

net. Its objective is to ensure cost-effective advancements in
the performance of the integrated circuit and the products that
employ such devices, thereby continuing the health and success
of this industry.

have been used to model quantum electron transport [98].
As will be shown in this section, Bohmian mechanics has
also been successfully used by the scientific community to
improve our understanding of electron transport.

For simple model systems, Bohmian trajectories de-
rived from the probability density and probability current
density (see Sect. 4.1) have been used to reveal simple pic-
tures of particle flow in quantum structures. A particularly
appealing example is that of quantum vortices occuring
when electron transport takes place across nodal points
of the wave function. Due to its hydrodynamic analogy,
quantum vortices are effects that can be well understood
in terms of trajectories. The vicinity of a nodal point con-
stitutes a forbidden region for the set of Bohmian trajecto-
ries associated with the net transport from source to drain.
Therefore, the net current passing from source to drain
cannot penetrate the vortex regions but skirts around
them as if they were impurities. In reference [99], a simple
description of this effect was given, showing how quantum
vortices around wave function nodes originate from the
crossings of the underlying classical ray paths in quantum
dot structures. A quantitative description of trajectories
in a particular quantum wire transmission problem with
vortices was also given in reference [100].

In order to predict the preformance of more realistic
electron devices, one has to deal with several degrees of
freedom. In this regard, approximations on the grounds
of Bohmian mechanics have been developed to deal with
the many-body problem. In reference [101], the authors
showed that by using an appropriate effective potential,
obtained by convolving the electrostatic potential with
a Gaussian, one can replicate certain quantum behavior
by using classical physics. Significantly, in contrast to the
Bohm potential method, one is not required to actually
solve Schrödinger’s (or the Hamilton-Jacobi) equation in
all situations using this method. This effective potential
approach has already been successfully incorporated into
a particle-based ensemble Monte Carlo simulation of a sil-
icon MOSFET [101]. Many-body effects also include dis-
sipation, which plays a crucial role at room temperature.
This is an aspect that was studied in terms of Bohmian
trajectories in reference [102], where the inelastic scatter-
ing was modelled by a spatially varying imaginary po-
tential. This approach is closely related with the com-
plex terms appearing in the conditional formulation of
Bohmian mechanics described in Section 4.4, and provides
new insight into the effects of electron-phonon scattering
and decoherence.

Towards a broader electron device simulation tool,
a generalization of the classical ensemble Monte Carlo
device simulation technique was proposed to simulta-
neously deal with quantum-mechanical phase-coherence
effects and scattering interactions in quantum-based
devices [103–108]. The proposed method restricts the
quantum treatment of transport to the regions of the de-
vice where the potential profile significantly changes in dis-
tances of the order of the de Broglie wavelength of the car-
riers. Bohm trajectories associated with time-dependent
Gaussian wave packets are used to simulate the electron
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transport in the quantum window. Outside this window,
the classical ensemble Monte Carlo simulation technique is
used. A self-consistent one-dimensional simulator for res-
onant tunneling diodes was developed to demonstrate the
feasibility of this proposal.

The computational capabilities to describe dynamic
properties of electron transport are still far from the
degree of maturity of the equivalent ones for DC
transport. Electron transport beyond the stationary
regime (AC) constitutes an extremely valuable source
of information to gain insight into relevant dynami-
cal quantum phenomena such as the AC conductance
quantization [109,110], the quantum measurement back-
reaction [111,112], high-moments of the electrical cur-
rent [113,114], classical-to-quantum transitions [115,116],
Leggett inequalities [117–119], etc. Moreover, the predic-
tion of the dynamic (AC, transients and noise) perfor-
mance of electron devices is of crucial importance to cer-
tify the usefulness of emerging devices at a practical level.
In principle there is no fundamental limitation to correctly
model the high-frequency electrical current and its fluctu-
ations, although one has to model such properties with far
more care than DC.

The measurement in a quantum system plays a crucial
role in the predictions of the fluctuations of the electrical
current around its DC value [120]. Electronic devices work
properly only below a certain cut-off frequency. In this re-
gard, ammeters are not able to measure the entire spectra
of the electrical current but only the power spectral den-
sity of the noise below this cut-off. Such power spectral
density is related to the correlation function, which is the
ensemble value of an event defined as measuring the cur-
rent at two different times. The perturbation of the active
region due to its interaction with the ammeter is the ulti-
mate reason why modeling the measurement process plays
a fundamental role in determining the noise.

Second quantization offers a route to circumvent the
multi-time measurement problem, simplifying its effect on
the system by introducing the Fock-space as an alternative
basis for the electronic system [121–123]. Alternatively,
Bohmian mechanics provides a conceptually easier recipe.
To deal with multi-time measured systems, one has to
add the degrees of freedom of the measuring apparatus to
those of the system of interest and solve the Schrödinger
equation for the combined system (see Sect. 4.5). At the
computational level this scheme could result in a huge ad-
ditional complexity. Some preliminary attempts to tackle
this problem can be found in reference [124], where an
effective potential for the system-apparatus interaction is
considered. The authors were able to relate the total cur-
rent measured on an ammeter to the Bohmian trajectories
of the electronic system. The acceleration of the center of
mass of the pointer was demonstrated to be directly pro-
portional to the total (particle plus displacement) current,
and a qualitative estimation of the back-reaction of the
measuring apparatus on the electronic system was dis-
cussed. A discussion on how the ammeter produces the
channeling of the many-particle wave function is missing
in the simple model of reference [124]. However, as con-

cluded in reference [124], whenever the main branching of
the system (into transmitted and reflected parts) comes
mainly from the active region itself, not from the amme-
ter, the effects of the measurement on the active system
can be neglected up to very high frequencies.

Improved solutions to the many-body problem are also
required in order to go beyond the DC regime. Approxima-
tions to the electron transport problem must be able to re-
produce charge neutrality and quantify displacement cur-
rents [120]. These requirements constitute an additional
source of complexity with respect to the stationary regime
because in the latter the value of the displacement current
is zero when time-averaged, and overall charge neutral-
ity is trivially fulfilled when fluctuations are disregarded.
On one hand, the total (conduction plus displacement)
current satisfies a current conservation law, a necessary
condition to assume that the current measured by an am-
meter (far from the simulation box) is equal to the cur-
rent that we compute on the simulation region [120,124].
On the other hand, positive and negative deviations from
charge neutrality inside electronic devices approach zero
after periods of time larger than the dielectric relaxation
time [121,125].

Both the computation of the displacement current and
the imposition of overall charge neutrality require the
Poisson equation and electron dynamics to be solved in
a self-consistent way [120]. The convenience of Bohmian
mechanics to face this particular problem has been ex-
tensively studied. In reference [126], a many-particle
Hamiltonian for a set of particles with Coulomb interac-
tion inside an open system was solved without any per-
turbative or mean-field approximation by means of a con-
ditional trajectory algorithm (see Sect. 4.4) [35]. In order
to guarantee overall-charge-neutrality, a set of boundary
conditions for the above mentioned Hamiltonian was de-
rived to include the Coulomb interaction between parti-
cles inside and outside of the active region [125,127,128].
In the high-frequency domain the assessment of current
conservation has been achieved through a generalization
of the Ramo-Shockley-Pellegrini theorems [129–133] for
Bohmian mechanics [134,135]. Over the last ten years,
as a result of the above mentioned works, Oriols and
coworkers have developed a trajectory-based quantum
Monte Carlo simulator based on Bohmian mechanics
specially designed for the description of electron trans-
port in nanoscale devices, both for DC and beyond
DC regimes (see Refs. [103–108,136] and a recent re-
view in [124]). The simulator includes also a package
based on the semiclassical limit of Bohmian mechan-
ics [137–141] and has been rececently generalized to
include spin-dependent electron transport [142]. Such
simulator is named Bohmian Interacting Transport for
nonequiLibrium eLEctronic Structures (BITLLES).

As an example of the predicting capabilities of
BITLLES, the authors have investigated the main char-
acteristics of a resonant-tunneling diode (RTD), a diode
with a resonant-tunneling structure in which electrons can
tunnel through some resonant states at certain energy
levels (see Fig. 6). Characteristic to the current-voltage
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Fig. 6. Schematic representation of the current-voltage char-
acteristic of a typical RTD. The resonant energy inside the
quantum well acts like an energetic filter that lets the elec-
trons from the source to arrive at the drain. See also color
insets.

relationship of a tunneling diode is the presence of one
or more negative differential resistance regions, which en-
ables many unique applications. Resonant tunneling is of
general interest in many applications of quantum mechan-
ics (see Ref. [143] and references therein); the particular
case of RTDs is very intriguing, not only for their peculiar
properties, but also for their potential applications in both
analogue [144] and digital [145] electronics. Nevertheless,
technology solutions to integrate RTDs in electronic cir-
cuits are still under investigation.

From a computational viewpoint, the single-particle
theory for mesoscopic structures is valid for capturing
the basic behavior of RTDs, but not appropriate to de-
scribe the totality of the typical behavior of these de-
vices [105–108,146]. Also in the most idealized case of
RTDs, the inclusion of the Coulomb correlation between
electrons is enough to spoil the results of the single-
particle theory. Many-body theories and simulations, con-
firmed by experimental measurements, show, for example,
different current patterns [126,147,148] or a very enhanced
noise spectrum in the negative differential conductance
region [149,150]. Of particular interest is the behavior of
the intrinsic current fluctuations, where the correlations
between electron trapped in the resonant state during a
dwell time and those remaining in the left reservoir play
a crucial role [151]. This correlation occurs essentially be-
cause the trapped electrons perturb the potential energy
felt by the electrons in the reservoir. This phenomenon can
be analysed through the value taken by the Fano factor,
which can be viewed as a measure of the noise-to-signal
ratio. This quantity depends directly on the correlation
function and thus a proper modeling of the measuring pro-
cess is required. In addition, in the limit of noninteracting
electrons or simple mean-field approximations, the Fano
factor reduces to the partition noise, a wrong result for
finite applied bias. Only if the dynamical (self-consistent)
Coulomb correlations are taken into account, the Fano fac-
tor recovers the correct behavior, showing both the sub-
and super-Poissonian behaviors that characterize the low-
frequency noise of a RTD (see Fig. 7).

Fig. 7. Current noise power spectrum referred to Poissonian
shot noise at different biases.

Bohmian mechanics has been used in the simulation
of electron transport for more than ten years, its utility
ranging from that of a pure interpretative tool to that
of a powerful approximation to the many-body problem
at high-frequency regimes. Approximations to decoher-
ence and dissipation are however agenda items still to be
addressed with Bohmian mechanics. In particular, com-
bining trajectory-based approximations to the electron-
nuclear coupled motion together with the above described
Bohmian approaches to electron transport would result
into a powerful and versatile simulation tool to describe
molecular devices.

2.5 Beyond spinless nonrelativistic scenarios

All examples of applications of Bohmian mechanics that
we have discussed so far deal with the nonrelativistic
spatio-temporal dynamics of quantum systems formed by
spinless particles, where the spin is only taken into account
by the antisymmetrization (symmetrization) of the parti-
cle’s wave function for identical fermions (bosons). How-
ever, and contrary to what is sometimes stated, Bohmian
mechanics allows for an accurate description of the dy-
namics of spin particles and can be extended to other do-
mains such as relativity, quantum field theory, quantum
cosmology or even to classical optics.

There are basically two alternatives to include the
spin degree of freedom within the Bohmian formulation.
Firstly, and resembling the standard quantum mechan-
ics procedure, spin can be accounted for by replacing the
usual scalar wave function with a spinor-valued function
whose dynamics is given by the appropriate generaliza-
tion of the Schrödinger equation [152]. Secondly, one could
include particle’s spin into the dynamics following a full
Bohmian approach by adding three Euler angles {α, β, γ}
to the wave function for each of the spin particles of the
system such that the amplitude and phase of the wave
function do not only depend on the position of the par-
ticles, but also on these angles [153]. See Chapter 10 in
reference [18] for a straightforward derivation of the cor-
responding equations of motion for the positions and the
Euler angles within the Bohmian formulation.
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Quantum mechanics is a nonrelativistic covariant the-
ory and, as a consequence, neither its standard nor its
Bohmian formulation is compatible with relativity. In fact,
for a quantum system of N particles, the velocity of each
particle is determined by the N -particle wave function
around the actual configuration point of the system such
that the motion of each particle depends on the instanta-
neous positions of all the other particles, no matter how
distant they are. Thus, nonlocality is the main concern in
developing a satisfactory relativistic quantum theory. As
it has been recently shown by Dürr et al. [154], one promis-
ing approach consists in extracting, from the wave func-
tion, a privileged foliation of space-time into space-like
hypersurfaces to define the Bohmian dynamics. A similar
approach was previously discussed with the space-time fo-
liation extracted from the actual configuration space [155].
In addition, “synchronization” of particle trajectories has
been also considered as a resource to obtain a Lorentz
covariant Bohmian formulation in references [156–161],
which, at variance with [155], do not completely agree
with the standard predictions of quantum mechanics. See
reference [162] for an overview of all these different ap-
proaches. In particular, Nikolić [159–161] makes use of
two elements: it generalizes the space probability density
of standard quantum mechanics to a space-time probabil-
ity density, and introduces a many-time wave function for
many-particle systems. With these two ingredients, a rel-
ativistic covariant formulation of quantum mechanics for
both spinless and spin particles is derived. The relativis-
tic covariant character of this extension is explicitly shown
for the relativistic version of Bohmian mechanics. Worth
noting, the relativistic Dirac equation has been also ana-
lyzed in terms of Bohmian trajectories [32] showing that
the probability that an electron reaches the speed of light
at any time is equal to zero.

Quantum field theory is particularly useful for those
physical systems where the number of particles is not
fixed. In particular, an accurate quantum description of
the measurement process or the interaction with the en-
vironment assumes that particles can be created or de-
stroyed. In this regard, different models that account for
the particle creation and annihilation in a Bohmian way
which reproduce the standard quantum predictions have
been proposed [163–165]. Alternatively, the Bohmian for-
mulation of Nikolić’s relativistic covariant quantum theory
is also particularly interesting [159]. Thus, for instance,
when the conditional wave function associated with a
quantum measurement does not longer depend on one of
the space-time coordinates, then the corresponding par-
ticle has zero four-velocity (with respect to its own four-
dimensional space-time Minkowski coordinate), i.e., such
a particle has no longer an associated trajectory but in-
stead it is represented by a dot in space-time. Trajecto-
ries in space-time may have beginning (creation) and end-
ing (annihilation) points, which correspond to positions
where their four-velocities vanish. This mechanism allows
effectively for the nonconservation of the particle’s num-
ber in quantum systems. Particle’s positions are usually
the “hidden variables” in Bohmian mechanics but this is

not mandatory [166]. Fields (or even strings) could be also
taken as the hidden variables. In fact, Bohmian quantum
field theories have been developed to account for the free
quantized electromagnetic field [15,16], bosonic quantum
fields [18,167,168], fermionic quantum fields [18,168,169],
and quantum electrodynamics [169,170].

Bohmian mechanics has been also used as a realistic
causal model for quantum cosmology [171–173] to address
several open problems such as the still universe result-
ing from the fact that the Hamiltonian of classical gen-
eral relativity equals zero, the so-called problem of time.
Thus, even for a stationary wave function, the Bohmian
formulation can provide a time evolution through the
Bohmian trajectories. On the other hand, the quantum
force naturally appearing in Bohmian mechanics has been
discussed as a mechanism to avoid singularities due to
gravity [174–176].

In a completely different physical scenario, Kocsis
et al. [177] have experimentally reported the statistically
average paths taken by single-photons in a Young double-
slit experiment via the weak measurement technique. It
was shown that these average trajectories match indeed
with the corresponding Bohmian trajectories. This very
relevant experiment will be further commented in Sec-
tion 3.4. In fact, the connection between Bohmian tra-
jectories for massive particles and optical trajectories for
light beams has been investigated in detail by Orefice
et al. [178] beyond the geometrical optics approximation.
In particular, it has been explicitly demonstrated that
the Helmholtz equation of a classical optics wave allows,
without any approximation, for a Hamiltonian set of ray-
tracing equations that take into account interference and
diffraction. The trajectories associated with these rays are
shown to strongly depend on the beam amplitude distri-
bution through the so-called “wave potential” term that
is the source of nonlocality and that it is typically omitted
in the geometric optics approximation. This wave poten-
tial is shown to be equivalent to the quantum potential of
the Bohmian theory.

3 Applications to general problems

In the previous section we have presented some exam-
ples on how the Bohmian theory provides predictions that
become of great utility in understanding some state-of-
the-art problems in forefront research fields, ranging from
atomtronics or nanoelectronics to light-matter interac-
tion or cosmology. However, there are many other prob-
lems which have been successfully tackled with Bohmian
mechanics that cannot be ascribed to a unique research
field, but to many of them. For example, the elastic colli-
sions or scattering which are reviewed below are present
in almost all research fields dealing with quantum phe-
nomena. In this section we show Bohmian solutions to
some of these general problems. We emphasize that the
Bohmian formalism also provides practical solutions to
this type of problems, such as the many-body or quantum
measurements problems.
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3.1 Reactive scattering

Scattering processes play a fundamental role in deter-
mining physical and chemical properties of materials.
Quantum scattering dynamics is thus ubiquitous to many
different problems in atomic and molecular physics, chem-
ical physics, or condensed matter physics – among other
fields of physics and the interphase between physics and
chemistry. Within the standard quantum formulations it is
common to carry out analytical expansions in the energy
domain in order to study quantum scattering (e.g., par-
tial wave analyses). These approaches provide stationary
asymptotic solutions, usually in terms of plane waves with
well-defined energies. Since the development of the first ef-
ficient wavepacket propagation methods (with the advent
of the also first efficient computers) by the end of the
1960s8 [180–182], analyses in the time-domain gained in
popularity and relevance. The advantage of these methods
is that they allow us to explore the scattering dynamics
in the configuration space, thus offering a pictorial rep-
resentation of what is going on all the way through, i.e.,
from the initial state to the final asymptotic one. Nev-
ertheless, the evolution of the system probability density
still lacks the intuition or insight about the dynamics that
one otherwise obtains with trajectories. This is precisely
where Bohmian mechanics comes into play as a quantum
formulation that allows us to investigate scattering under
a trajectory-based perspective.

Given the ample scope of scattering dynamics, we have
established a distinction between reactive and nonreac-
tive scattering. This criterion is equivalent to separate
scattering problems with exchange of energy and momen-
tum during the scattering event, from those with only
exchange of momentum (this type of problems will be
treated in Sect. 3.2). In the case of reactive scattering,
the trip starts by the end of the 1960s and beginning
of the 1970s, when McCullough and Wyatt published a
series of works where the collinear H + H2 reaction was
analyzed within a quantum hydrodynamic-like formula-
tion [181,182]. At that moment Bohm’s theory was not in
fashion at all, nor anything related with a formulation of
quantum mechanics out of the Copenhagen cannon. Al-
though these authors did not employ what we nowadays
know as Bohmian mechanics, interestingly they proposed
the use of the quantum probability flux vector as a tool,
as given by equation (11) in the case of a neutral particle
(see Sect. 4.1). They argued that, if ψ(r, t) is expressed in
its (polar) form R(r, t) exp[iS(r, t)/�], as in equation (15),
then the probability density and flux are given by ρ = R2

and j = ρ∇S/m, respectively. Accordingly, a quantity
v = ∇S/m can be defined as a local velocity for the prob-
ability flow, so that j = ρv, which “emphasizes the simi-
larity with fluid flow in classical hydrodynamics” [182].

By computing the quantum flux and representing it
in terms of arrow maps, McCullough and Wyatt found
a dynamical explanation for the quantum bobsled effect,

8 A solitary pioneering work already appeared as early
as 1959 by Mazur and Rubin dealing with collinear
scattering [179].

formerly predicted by Marcus [183]. In the transit from
reactants to products in the H + H2 reaction, an excess
of energy leads a portion of the system probability den-
sity out of the reaction path (just as a kind of centrifu-
gal effect), climbing up the potential energy surface that
describes this reaction. The reflection of the wave func-
tion with the hard wall of the potential energy surface
causes that it folds back onto itself, giving rise to a se-
ries of ripples by interference. Although the monitoring
of the probability density offers a picture of how the sys-
tem spreads beyond the region that it should cover, it is
the flux (or the local velocity) the quantity that specifi-
cally shows the direction of this flow and how it evolves in
time.

McCullough and Wyatt also observed a remarkable dy-
namical vortical behavior whenever a node of the probabil-
ity density develops. In these cases, the flux spins around
the node, giving rise to a vortical dynamics, the quantum
whirlpool effect [182]. Later on, this behavior was further
analyzed by Hirschfelder and coworkers in terms of quan-
tum streamlines [184,185], including applications to reac-
tive atom-diatom scattering [186]. They found that these
vortices display an interesting property, namely that the
circulation around them is quantized, as already noted in
the early 1950s by Takabayasi [167]. That is, if the circula-
tion is defined by a line integral along a close loop around
the vortex, the result from this integral is a nonzero value,
namely (2π�/m)n, which denotes the change in the phase
of the wave function Ψ after completion of a number n of
full loops (m denotes the system mass). Notice that be-
cause of the complex-valuedness of the wave function, its
phase is always well defined except for an integer multi-
ple of 2π. If no nodes are present, the phase of the wave
function changes smoothly from one point to another of
the configuration space. However, as soon as a node is
present, it undergoes a change that is a multiple of 2π,
as any complex function – somehow it behaves like the
noncompact Riemann surface associated with the complex
variable function f(z) = ln z, which displays a 2π increase
after completing a full loop around z = 0 + i0. The pres-
ence of quantum vortices (or whirlpools) can be observed
in many different physical problems characterized by two
or more dimensions, caused by the coalescence on a certain
region of the configuration space of different parts of the
wave function. Notice that we have already found vortical
dynamics in Section 2.4, in the context of quantum trans-
port through constrictions in nanostructures. On the other
hand, it is also remarkable the fact that these dynamics
are closely related to the presence of chaos in Bohmian
mechanics (see Sect. 3.5).

The behaviors observed by McCullough and Wyatt
have also been observed more recently when analyzing
chemical reactivity [187–190]. In Figure 8 the dynamics
of a prototypical chemical reaction is displayed in terms
of a series of snapshots. As it can be noticed, at t = 300
(in arbitrary units) part of the probability density tries
to surmount the leftmost part of the potential energy sur-
face, although it is relatively high in energy. This is an
example of the quantum bobsled effect mentioned above.
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Fig. 8. Snapshots of the time-evolution of the probability den-
sity (red contour lines) describing the passage from reactants
to products in a prototypical chemical reaction [188]. The gray
contour lines represent the corresponding potential energy sur-
face, while the reaction path is denoted by the thicker green
line. Arrows provide an insight on the hydrodynamics of the
process (they are preferred to the detriment of Bohmian tra-
jectories due to visual clarity). Positions and time are given in
arbitrary units.

On the other hand, in the region of reactants it is possible
to observe the appearance of a series of whirlpools as a
consequence of the interference of the part of the wave
function getting back to reactants with the part of the
initial wave packet that is still leaving the region. Beyond
t = 600, the reaction can be considered as almost finished,
since the dynamics has reached a certain equilibrium, with
part of the wave function being localized in the products
region, while another part (the nonreactive one) is in the
reactants region.

In Figure 8 we notice that the transition from reac-
tants to products takes place through a local maximum,
which readily appeals to the notion of tunneling. This
is actually a central issue in many problems of reactive
scattering and reaction dynamics. Tunneling constitutes
one of the most intriguing properties exhibited by quan-
tum systems, and therefore the reason why it was one of
the first quantum phenomena in being attacked from a
Bohmian perspective. In this regard, the first contribu-
tion that we find in the literature is due to Hirschfelder
and coworkers [191], who analyzed the scattering produced
by a square two-dimensional barrier, finding the quantum
analogs of the frustrated total reflection of perpendicu-
larly polarized light and the longitudinal Goos-Hänchen
shift. Because of the two-dimensionality of the problem,
the authors found the appearance of vortices, as indicated
above. It is worth noticing that the results obtained by
Hirschfelder, not very well known out of the chemical
physics community, predate those reported by Dewdney
and Hiley about eight years later, starting directly from
Bohm’s approach [192]. In this work, the authors repro-
duced by means of trajectories some of the results earlier
reported by Goldberg et al. [180] on scattering off one-
dimensional barriers and wells (which involve tunneling).

In order to explain how tunneling takes place along
the transversal direction of propagation, one-dimensional
simulations are also reported in reference [191]. They
show that, within the Bohmian scheme, tunneling takes
place because of particles “riding above the barrier”. In
other words, from a Bohmian perspective there is nothing
such as particles traversing the barrier (as it is commonly
taught in standard quantum mechanics courses), but they
surmount the barrier. This latter result was numeri-
cally rediscovered about 25 years later by Lopreore and
Wyatt, when they proposed the first quantum trajectory
method [53].

The interest and importance of reactive scattering, in-
cluding tunneling (mainly through Eckart barriers, which
smartly describe the transition from reactants to prod-
ucts) has given rise to a vast literature on trajectory-
based methods, from classical trajectories to wave-packet
propagation schemes. Within this framework, Bohmian
mechanics has also been considered as an alternative re-
source of numerical quantum-propagation methods. They
are the so-called quantum trajectory methods, summa-
rized by Wyatt in 2005 in a detailed monograph about
the issue [193].

3.2 Elastic collisions

In the case of elastic collisions (nonreactive scattering),
the first Bohmian outcomes that we find are on scatter-
ing off localized targets, also produced by Hirschfelder
and coworkers [194]. They studied the elastic collisions
between two particles that interact through a spherically
symmetric square potential, i.e., V (r) = V0 for r < a and 0
everywhere else, where V0 > 0 for a potential barrier and
V0 < 0 for a potential well. To some extent this system,
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which approximates the interaction of neutrons with pro-
tons, for example, constitutes a three-dimensional general-
ization of the former one-dimensional movies obtained by
Goldberg et al. [180], or later on by Galbraith et al. [195]
in two dimensions. The motivation for this work somehow
summarizes the leitmotif of other works developed in the
area of elastic scattering and diffraction (or even other
fields of physics and chemistry):

“The emphasis in scattering theory has been on
obtaining the scattered wave function in terms of
the incident wave function. What happens during
the collision has become a black box. By plotting
the quantum mechanical streamlines and probabil-
ity density contours, we can see what is taking place
inside the black box. In this manner, we obtain ad-
ditional details which should be helpful in under-
standing collision dynamics”.

In particular, the analysis carried out by the authors ex-
hibits an interesting feature, namely the appearance of a
rather complex vortical dynamics around the target dur-
ing the time of maximal interaction. As will be seen, this
type of dynamics is typical of any elastic scattering process
regardless of the system analyzed, and play a fundamental
role in the formation of resonances [196].

More recently and independently, Efthymiopoulos and
coworkers have also tackled a similar issue by study-
ing the diffraction of charged particles by thin material
targets [197,198]. The exhaustive analysis presented by
these authors is in agreement with the earlier findings by
Hirschfelder et al. [191]. Nonetheless, probably the most
original aspect in these works is the estimation made by
the authors of arrival times and times of flight using as
a tool the Bohmian trajectories, a problem that is totally
ambiguous within the other more standard formulations
of quantum mechanics, where time is just regarded as an
evolution parameter or a label [199–201]. A more detailed
discussion on the role of time in Bohmian mechanics can
be found in Section 3.4.

With an analogous purpose, Bohmian mechanics has
also been applied to the field of atom-surface scattering.
In this field various aspects have been analyzed since 2000
in order to determine the relationship between surface
diffraction and classical rainbow features [202–204], the
role of vortical dynamics in adsorption process [204–206],
or the dynamical origin of selective adsorption resonances
below the onset of classical chaos [196]. Differently with
respect to the diffraction by localized targets, the pres-
ence of an extended object provides very interesting re-
sults from a dynamical or, more precisely, hydrodynamical
point of view. In the case of perfectly periodic surfaces,
it is shown that the longer the extension covered by the
incoming wave packet representing the atom (i.e., the
higher its monochromaticity) the better the resolution
of the diffraction features, which in these cases corre-
spond to Bragg maxima. Obviously, one could conclude
this from the optics with gratings and periodic arrays.
However, by inspecting the corresponding Bohmian tra-
jectories one immediately realizes that such a behavior
is a direct consequence of the redistribution of Bohmian

momenta along various groups of trajectories. That is, as
the extension parallel to the surface of the incoming wave
becomes larger, the information about the periodicity of
the surface becomes more precise. This is in sharp contrast
with a classical (or semiclassical) situation, where only the
knowledge of a single lattice is enough to characterize the
scattering process. This is a trait of the quantum nonlocal-
ity as well as the fact that the distribution of trajectories
along Bragg angles also depends on the number of cells
covered by the incoming wave [202].

The previous effect can be regarded as a parallel one,
in the sense that it is related to the parallel direction to
the surface. If one observes the dynamical behavior of the
wave packet as it approaches the surface from a Bohmian
viewpoint, there is an also interesting perpendicular ef-
fect: the trajectories starting in positions located around
the rearmost parts of the initial wave function never reach
physically the surface, but bounce backwards at a certain
distance from it [196,204–206]. On the contrary, the tra-
jectories with initial positions closer to the surface are
pushed against the surface and obliged to move parallel
to it until the wave starts getting diffracted and abandons
the surface. This has been regarded as an effect similar to a
quantum pressure associated with the Bohmian noncross-
ing property – Bohmian trajectories cannot cross through
the same spatial point at the same time. The possibility
to define such kind of pressure was already proposed by
Takabayasi [167,207] in 1952 (the same year that Bohm
proposed his hidden-variable model).

The appearance of a quantum pressure effect has im-
portant consequences regarding surface trapping, involved
in adsorption and desorption processes. First, because of
this pressure, part of the wave or, equivalently, the corre-
sponding swarm of trajectories, is forced to keep moving
parallel to the surface. This may cause its trapping within
the attractive well near the surface and therefore to con-
fine the trajectories temporarily. It is in this way how ad-
sorption and in particular adsorption resonances appear.
The second aspect to stress is the development of tempo-
rary or transient vortical dynamics while the wave func-
tion is near the surface. Because part of the wave is still
undergoing a motion towards the surface while the other
part is already being deflected, a web of nodes emerges
from their interference (this is precisely the idea behind
the analytical treatment developed by Efthymiopoulos
et al. [197,198]). As can be shown numerically [205,206],
if the circulation integral is performed along the part of a
Bohmian trajectory that encloses a node of the wave func-
tion, the result is a multiple of the quantum flux 2π�/m,
in agreement with the result discussed in Section 3.1.

Perfectly periodic surfaces behave as reflection grat-
ings, which are a direct analog of the well-known trans-
mission gratings formed by arrangements of slits. Proba-
bly the better known of this type of gratings is the two slit,
which was actually the first system analyzed in terms of
Bohmian trajectories, in 1979 by Philippidis et al. [208].
These authors considered two Gaussian slits, for which
the diffraction problem has an analytical solution, and
explained the dynamics exhibited by the corresponding
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trajectories in terms of the topology displayed by the
quantum potential. It was observed that the trajectories
essentially move along regions where this potential is flat,
while avoid those where the potential undergoes sharp,
canyon-like variations, in analogy to the dynamical be-
havior that a classical particle would also show. Each time
that a trajectory reaches one of those canyons, it feels a
strong force that drives it to the next plateau.

Apart from explaining the formation of the interfer-
ence fringes in Young’s experiment, the trajectories also
display a very interesting behavior: at the central plateau
two groups of trajectories coexist without mixing, each one
coming from a different slit. Obviously this effect has im-
portant consequences at a fundamental level, since it indi-
cates that it is always possible to elucidate the slit that the
particle passed through without even observing it directly.
This result, which a priori may seem to be particular of
Bohmian mechanics, is actually a distinctive trait of quan-
tum mechanics, although its detection requires the use of
the quantum density current [209]. Indeed data recently
obtained from a Young-type experiment with light have
confirmed that the feasibility of this phenomenon [177],
which was theoretically observed for light earlier on by sev-
eral authors [210–212]. A more thorough discussion about
the measurement process required to experimentally find
these results can be found in Section 3.4.

More recently, grating diffraction has also been ana-
lyzed for different types of matter waves and various slit
arrangements [204,213]. In particular, as the number of
slits increases it can be noticed the emergence of a well-
ordered structure (see Fig. 9), which in the case of a rel-
atively large number of slits becomes a kind of regular
pattern. This structure is known as Talbot carpet [213],
a near field effect that consists of the repetition of the
transmission function of the grating at multiples of the
so-called Talbot distance – for even integers the pattern
is in phase with the grating, while for odd integers there
is half-way displacement.

3.3 The many body problem

For a system of N particles with a separable
Hamiltonian, a many-particle wave function living in the
3N -dimensional configuration space can be constructed
from single-particle wave functions. However, for nonsep-
arable Hamiltonians, such a procedure is not possible.
Then, the computational burden associated with deriv-
ing the N -particle wave function makes the exact solution
inaccessible in most practical situations. This is known
as the many-body problem. This problem was already
acknowledged by Dirac [214] in 1929:

“The general theory of quantum mechanics is now
almost complete. The underlying physical laws nec-
essary for the mathematical theory of a large part of
physics and the whole of chemistry are thus com-
pletely known, and the difficulty is only that the
exact application of these laws leads to equations
much too complicated to be soluble”.

Fig. 9. Emergence of the Talbot carpet in the near field as the
number of slits (N) in a grating increases (left column) and as-
sociated Bohmian representation of the phenomenon (right col-
umn). The z-axis is given in terms of the Talbot distance (zT )
and the x-axis in terms of the grating period (d) (for particular
numerical details involved in the simulation, see Ref. [213]).

There has been a constant effort among the scien-
tific community to provide solutions to the many-body
problem. The quantum Monte Carlo solutions of the
Schrödinger’s equation provide approximate solutions to
exact many-particle Hamiltonians [215]. The Hartree-
Fock algorithm [216,217] approximates the many-particle
wave function by a single Slater determinant of non-
interacting single-particle wave functions. Alternatively,
density functional theory (DFT) shows that the charge
density can be used to compute any observable without
the explicit knowledge of the many-particle wave func-
tion [218,219]. Practical computations within DFT make
use of the Kohn-Sham theorem [220], which defines a
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system of N noninteracting single-particle wave functions
that provide a system of equations to find the exact charge
density of the interacting system. However, the complex-
ity of the many-body system is still present in the so-
called exchange-correlation functional, which is unknown
and needs to be approximated. DFT has had a great
success, mostly, in chemistry and material science [221],
both, dealing with equilibrium systems. Similar ideas can
also be used for nonequilibrium time-dependent scenar-
ios, through the Runge-Gross theorem [222], leading to
the time-dependent density functional theory (TDDFT).
In contrast to the stationary-state DFT, where accurate
exchange functionals exist, approximations to the time-
dependent exchange-correlation functionals are still in
their infancy. TDDFT has been reformulated in terms of
the current density and extended into a stochastic time-
dependent current density when the system is interacting
with a bath [98].

The common strategy in all many-particle approxima-
tions is to obtain the observable result from mathematical
entities defined in a real space, �3, (single-particle wave
functions for Hartree-Fock and charge density for DFT)
rather than from the many-particle wave function, whose
support is defined in the configuration space �3N . The
Bohmian formalism has also proposed several techniques
to get good approximations to the many-body prob-
lem. For example, see the early works from Nerukh
and Frederick [223], the works by Christov [62] al-
ready mentioned in Section 2.2, some discussion on
the (Bohmian) quantum potential for many-particle sys-
tems [224], the mixture of classical and quantum degrees
of freedom [225,226] seen in Section 3.6 or the use of condi-
tional wave functions [35], just to cite a few of them. Many
more works on this many-body problem, which become
transversal to most research fields, are also mentioned
along this review.

In this subsection we present and discuss in more detail
one of these many-particle Bohmian approaches. As shown
in Section 4.4, the Bohmian route offers a natural way of
finding a single-particle wave function defined in �3, while
still capturing many-particle features of the system, the
so-called conditional wave function. It is built by substi-
tuting all degrees of freedom present in the many-particle
wave function, except one, by its corresponding Bohmian
trajectories. This substitution produces a single-particle
wave function with a complicated time dependence. In or-
der to numerically illustrate the ability of the conditional
(Bohmian) trajectories presented in Section 4.4 to treat
many-particle systems, we study a simple two-electron
system in �2 under a nonseparable harmonic Hamiltonian
with a potential energy:

U(x1, x2) = F (x1 − x2)2, (1)

with F = 1012 eV/m2 quantifying the strength of the
many-body interaction (see Ref. [227] for details). Once
the exact 2D wave function Φ(x1, x2, t) is known, we can
compute the exact 2D Bohmian trajectories straightfor-
wardly. The initial wave function is a direct product,
ψ1(x1, 0) · ψ2(x2, 0) of two Gaussian wave packets. In
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Fig. 10. Time evolution of individual (ensemble averaged)
Bohmian kinetic energies of two identical electrons under a
nonseparable potential computed from 2D exact and 1D ap-
proximate solutions (see Ref. [227] for details).

particular, we consider Eo1 = 0.06 eV, xc1 = 50 nm
and σx1 = 25 nm for the first wave packet, and Eo2 =
0.04 eV, xc2 = −50 nm and σx2 = 25 nm for the second.
In Figure 10, we have plotted the ensemble (Bohmian)
kinetic energy (from the expectation values defined in
Sect. 4.6) as:

〈Ka
Bohm(t)〉 = lim

M→∞
1
M

M∑

α=1

1
2
m∗v2

a(x
α
a (t), t), (2)

where m∗ is the (free) electron mass. We first compute
the results directly from the 2D exact wave function. We
emphasize that there is an interchange of kinetic energies
between the first and second particles (see their kinetic
energy in the first and second oscillations in Fig. 10) in-
dicating the nonadiabatic (many-particle) nature of the
system. This effect clearly manifests that the Hamiltonian
of that quantum system is nonseparable.

Alternatively, we can compute the Bomian trajecto-
ries without knowing the many-particle wave function,
i.e. using the conditional wave function Ψ1(x1, t). This
wave function described by equation (29) can be easily
understood in this simple case. Here the wave function
Ψ1(x1, t) represents a 1D slice of the whole 2D wave func-
tion centered on a particular point of xα2 (t), i.e. Ψ1(x1, t) =
Φ(x1, x

α
2 (t), t). The relevant point is that we want to com-

pute Ψ1(x1, t) without knowing Φ(x1, x2, t). Instead we
look for a direct solution of equation (31) with a proper
approximation of Ga and Ja. The reader is referred to Sec-
tion 4.4.2. Here, we consider a zeroth order Taylor expan-
sion around xαa (t) for the unknown potentials Ga and Ja.
That is, we consider Ga(xa, xαb (t), t) ≈ Ga(xαa (t), xαb (t), t)
as a purely time-dependent potential, and identically
Ja(xa, xαb (t), t) ≈ Ja(xαa (t), xαb (t), t). This constitutes the
simplest approximation that we can adopt. Then, we know
that these purely time-dependent terms only introduce a
(complex) purely time-dependent phase in the solution of
equation (31), so we can write Ψa(xa, t) as:

Ψa(xa, t) = ψ̃a(xa, t) exp(zαa (t)), (3)
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where the term zαa (t) is a (complex) purely time-
dependent phase that has no effect on the trajectory xαa (t).
Under the previous approximation, equation (31) can be
simplified into the following equation for the computation
of ψ̃a(xa, t):

i�
∂ψ̃a(xa, t)

∂t
=
[
− �

2

2m
∂2

∂x2
a

+ Ua(xa, t)
]
ψ̃a(xa, t), (4)

where the potential energies are U1(x1, t) = F (x1−xα2 (t))
for a = 1 and U2(x2, t) = F (xα1 (t) − x2) for a = 2.

For this particular scenario, even this rather simple ap-
proximation for the unknown terms works perfectly and
the agreement between 2D exact results and the 1D ap-
proximation mentioned above is excellent (see Fig. 10).
The ensemble energies are computed in order to justify
that the algorithm is accurate not only for an arbitrarily
selected set of Bohmian trajectories, but for an ensemble
of them.

An improvement over the simple approximation used
here for Ga and Ja, when constructing the conditional
(Bohmian) wave functions, is necessary in other types of
interacting potentials to get the same degree of accuracy
shown in Figure 10. One possible approach could be to
follow the ideas introduced in references [228,229] where
a full (infinite) set of equations for an exact description of
the conditional wave functions is presented.

As we mentioned in the introduction, most of the com-
putational quantum tools are developed for (isolated) sys-
tems that suffer linear and unitary evolutions. However,
most of the quantum systems of interest are far from these
idealized conditions. We deal with nonisolated systems
that interact with the environment, the measuring appa-
ratus, etc. Such quantum subsystems are not governed
by the linear and unitary Schrödinger equation. The non-
linear and nonunitary equation (31) provides an alterna-
tive, mainly unexplored, route to tackle these problems.
In principle, one could criticize this route because terms
Ga and Ja are unknown and they introduce ambiguity on
the attempt to deal with the conditional wave functions.
However, a similar ambiguity is present in the standard
route. For example, the standard evolution of the wave
function of a quantum system is controlled by the unitary
(well-defined) Hamiltonian operator (while isolated) and
by a nonunitary operator (when interacting with the envi-
ronment). Over the years, physicists have developed useful
ways to anticipate what type of (nonunitary, projective,
weak, continuous, etc.) operator is recommended for each
particular (nonlinear and nonunitary) scenario. Addition-
ally, as we have explained in the first paragraphs of this
section, the powerful DFT and the TDDFT techniques
rely on exchange-correlation functionals that are unknown
and need educated guesses. Why similar instincts cannot
be developed for the terms Ga and Ja?

3.4 Quantum measurements

A measurement is a process in which a physical system of
interest interacts with a second physical system, the ap-
paratus, that is used to inquire information of the former.

The word “measurement” can be misleading. It is better
to use the word “experiment” because “when it is said
that something is measured it is difficult not to think of
the result as referring to some preexisting property of the
object in question” [230]. On the contrary, in an experi-
ment, it is natural to think that everything (in the system
and apparatus) can change during interactions.

The Bohmian explanation of measurement, which is
discussed in references [9–11,22] and briefly elaborated
in Section 4.5, is based on avoiding the artificial division
between what we call the quantum system and the mea-
suring apparatus. In Bohmian mechanics, the N particles
that define the quantum system and also the M particles
of the apparatus have their own Bohmian trajectory and
they all share a common many-particle wave function (in
an enlarged N + M configuration space). Bohmian me-
chanics treats quantum measurements as any other type
of interaction between two quantum (sub)systems. The
outputs of the measurement and their probabilities are
obtained from the trajectories that conform the pointer of
the apparatus. No need for additional operators (different
from the Hamiltonian) or ad-hoc rules.

One of the healthy lessons that one learns from
Bohmian mechanics is that most of the time that we talk
about a quantum system, we are indeed referring to a
quantum subsystem. Understanding the measurement pro-
cess in the N configuration space is much more compli-
cated than understanding it in a M + N configuration
space. The nonunitary evolution suffered by the standard
wave function (the so-called collapse of the wave func-
tion [2]) in the N space can be trivially understood as the
evolution of a subquantum system in a larger configura-
tion space. The concept of the conditional wave function
explained in Section 4.4 provides the mathematical bridge
between the unitary evolution in a large N +M configu-
ration space and the nonunitary (nonlinear) evolution in
a smaller N configuration space.

3.4.1 Bohmian velocity

Almost all textbooks on quantum mechanics do only ex-
plain the projective (ideal) measurement, where an eigen-
value of some particular operator is obtained as an output,
while the quantum system is transformed into an eigen-
state of such an operator9. Recently, there has been an
enormous interest and significant progress in the study of
general quantum measurements. In particular, in pre- and
postselection as well as in weak or, more generally, nonpro-
jective measurements. Nothing strange. They are just dif-
ferent types of interaction between system and apparatus,
or different treatments of the measured data.

An apparatus that provides a weak measurement is
characterized first of all by having a very weak interac-
tion with the quantum subsystem. The final state is only

9 See, for example, references [10,11,22] or Section 1.4.2
in reference [9] for the detailed mathematics showing how
the Bohmian explanation exactly reproduces this type of
measurement.
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Fig. 11. The reconstructed average trajectories of an ensemble
of single photons in the double-slit experiment. Here, 80 trajec-
tories are shown. To reconstruct a set of trajectories, the weak
momentum values are obtained for each transverse x positions
at the initial plane. From this initial position and momentum
information, the x position on the subsequent imaging plane
that each trajectory lands is calculated, and the measured weak
momentum value kx at this point found. This process is re-
peated until the final imaging plane is reached and the trajec-
tories are traced out. Results from reference [177], reprinted
with permission from AAAS.

very slightly different from the one associated with the
(free) evolution of the state without apparatus. As a conse-
quence of such a small disturbance, the information trans-
mitted from the quantum subsystem to the apparatus is
also very small. A single experiment does not produce any
useful information because of the weak coupling, there-
fore, the experiment has to be repeated many times on
many identical (preselected) quantum subsystems to ob-
tain reliable information. The information of the system
is obtained from a statistical analysis of the data. One of
the most striking developments in such studies was the
discovery that measurements that are both weak and pre-
and postselected provide the so called weak value [231].

For example, we can preselect the system to some par-
ticular (initial) physical state and then make a weak mea-
surement of the momentum (that provides a very small
distortion of the system). Later, we make a strong (pro-
jective) measurement of the position and we postselect
only those weak values of the momentum measurement
that provide later a determined position. It has been
demonstrated that such a procedure provides informa-
tion of the local Bohmian velocity of a particle [232].
Nowadays, there is an increasing (experimental and fun-
damental) interest in measuring local velocities of quan-
tum particles. Recently, Kocsis et al. [177] implemented
the mentioned scheme to reconstruct the average trajec-
tories for photons in the two-slit experiment. The beauti-
ful experimentally-reconstructed trajectories (see Fig. 11)
are indeed congruent with the iconic images of two-slit
Bohmian trajectories [208].

It was recently pointed out by Braverman and
Simon [233] that such measurements, if performed on one
particle from an entangled pair, should allow an empiri-
cal demonstration of the nonlocal character of Bohmian
trajectories. Recently, Traversa et al. [234] showed that
the measurement of the Bohmian velocity using the con-
cept of weak value developed by Aharonov et al. [231] is
fully compatible with the more formal concept of positive-
operator valued measure (POVM) [112]. In any case, the
measured Bohmian velocity is a weak value, i.e. a value ob-
tained after a large ensemble of experimental results. An
individual result of the two-times measurement explained
above does not provide such a (unperturbed) Bohmian ve-
locity because of the perturbation done on the quantum
subsystem by the measurement. It is important to empha-
size that it is precisely the ensemble over a large number
of experiments that is able to cancel out (in average) the
effect of the true perturbation done by the measuring ap-
paratus. In some experiments, the measured velocity is
larger than what corresponds to the Bohmian velocity of
the (unperturbed) quantum system, while smaller in oth-
ers [235]. We emphasize that the trajectories in Figure 11
cannot be obtained from a single experiment and that the
Bohmian velocity for (relativistic) photons is not properly
defined (a similar experiment for nonrelativistic particles
will be very welcome). In any case, those experimental
(ensemble) trajectories for nonrelativistic systems would
be numerically equal to the Bohmian (or hydrodynamic)
trajectories computed from the wave function solution of
the Schrödinger equation (when the perturbation due to
the measurement process is not taken into account).

Recently, Lundeen et al. [236,237] showed that the
wave function of a particle can be “directly measured”
using weak measurements. Travis et al. [238] showed that
if the same weak technique is applied to an entangled sys-
tem, the result is precisely the conditional wave function
discussed in Section 4.4.

3.4.2 Tunneling and arrival times

There are many experiments where a particle is sent to-
wards a detector and we are interested in knowing When
will the detector click? or How much time will the particle
spend in a particular region? The first question is related
to the arrival time and the second to the dwell time or
sojourn time.

In most formulations of quantum mechanics, one can-
not provide a clear answer to the measure of time, since
time itself is not a quantum observable (there is no time
operator), but a parameter [239,240]. In other words, even
if time can be somehow measured, as it is inferred from
Pauli’s theorem [239,240], it is not a proper observable be-
cause it is not possible to define an associated self-adjoint
time-operator consistent with all axioms of quantum me-
chanics for a system with an energy spectrum bounded
from below. Nonetheless, there have been efforts in the
literature to introduce such a time-operator [241–243] as
well as various approaches to introduce a proper definition
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of time in terms of quantum probability distributions for
time observables [199–201].

In principle, it seems that Bohmian mechanics provides
an unambiguous answer to the problem of time in quan-
tum mechanics, since the time connecting two different
points along a Bohmian trajectory is a well-defined quan-
tity [244–247]. However, one cannot forget the lessons of
the Bohmian measurement emphasized in this review: it is
a mistake to think of measurable quantities as something
intrinsic to the quantum subsystem and independent of
the measuring apparatus (see Sect. 4.5). Measuring is a
quantum interaction between an apparatus and the sys-
tem. In other words, there is a difference between the out-
comes of measurements, and the actual trajectories of par-
ticles belonging to the quantum (sub)system. The utility
of the different point of view provided by the Bohmian tra-
jectories on the tunneling/arrival times and the discussion
of the several difficulties that the Bohmian measurement
involve can be found in references [199–201,248,249].

In summary, the Bohmian explanation of a quantum
measurement is, perhaps, the most attractive (and also
ignored) feature of the Bohmian explanation of the quan-
tum nature [9–11,22]. Apart from reproducing the uni-
tary time-evolution of quantum systems with waves and
particles, Bohmian mechanics provides its own formal-
ism to explain all types of (ideal, nonideal, strong weak)
of nonunitary evolutions of the measurements, without
any additional ad-hoc rule. To be fair, from a computa-
tional point of view, Bohmian mechanics does not provide
magical receipts. The direct application of the Bohmian
formalism for measurements needs solving a quantum
many-body problem in a N +M configuration space (see
Sect. 4.5). In order to make easier practical computations
that involve only the quantum (sub) system, the use of op-
erators (if needed) is also very welcomed (see Sect. 4.6).
For (strong) projective measurements, anticipating which
is the operator that we need in our particular problem
can be easily found. However, in other practical scenarios
finding the explicit operator is even harder than trying
to follow the Bohmian route with an explicit modeling of
the interaction between the quantum (sub) system and
the apparatus. Some very preliminary example is given
in Section 2.4.

3.5 Quantum chaos

“There is no quantum chaos, in the sense of ex-
ponential sensitivity to initial conditions, but there
are several novel quantum phenomena which reflect
the presence of classical chaos. The study of these
phenomena is quantum chaology”.

With these words Michael Berry [250] somehow summa-
rized the feeling regarding the idea of extending the no-
tions of classical chaos to quantum mechanics in the late
1980s and the 1990s. Over the last decades there has been
a very active research on the question about how the
properties of classical chaotic systems manifest in their
quantum counterparts. From the 1990s on these studies

merged with problems involving decoherence and entan-
glement [251] due to its interest in modern quantum infor-
mation theory and related quantum technologies, in par-
ticular in relation to how nonlinear system-environment
couplings eventually affect the system dynamics [252].
Nevertheless, the notion of quantum chaos is still ambigu-
ous, and in the last instance implies the use of quantum-
classical correspondence argumentations and semiclassi-
cal methods to “label” a quantum system as regular or
chaotic [253,254]. These criteria range from level-space
statistics of energy spectra, based on the random matrix
theory [255,256], to the analysis of the behavior of the
wave function [251,257–260].

Due to the particularities of its formulation, Bohmian
mechanics constitutes an interesting candidate to shed
some light on the problem of quantum chaos. More specif-
ically, we have a theoretical framework that allows us to
analyze quantum systems with the same tools used in clas-
sical mechanics. The usefulness of Bohmian mechanics to
investigate this kind of questions was formerly suggested
by Bohm and Hiley [19] in the case of a single particle
confined in a two-dimensional box. About the same time,
Dürr et al. [261] and Holland [18] also suggested that the
concept of chaos from classical physics can be extended or
generalized to quantum systems by means of Bohmian tra-
jectories in a natural way. In this theory quantum chaos
arises solely from the dynamical law, what occurs in a
manner far simpler than in the classical case [261]. More-
over, considering the complexity introduced in the guid-
ance equation by the wave function as it evolves and dis-
plays a more intricate interference pattern, a fundamental
feature intrinsic to Bohmian mechanics is the high sensi-
tivity of quantum motion on the initial conditions [18].

3.5.1 Global indicators of chaotic dynamics

In general, unlike classical motion, in Bohmian mechanics
it is more difficult to find constants of motion [18] – e.g.,
the momentum or the energy –, and therefore to determine
whether a system is regular or chaotic using this criterion.
This is due to a more generalized conception of motion
than in classical mechanics, where the global structure of
trajectories is highly organized due to the requirement of
forming a single-valued trajectory field or congruence. In
spite of this, such structures (and so quantum motions)
may become rather complex even in the case of relatively
simple external potential functions, just by choosing ini-
tial wave functions consisting of certain combinations of
eigenfunctions [262–266]. This context-dependence makes
quantum trajectories to display features very different of
those shown by their classical counterparts, which cannot
be reproduced under any mathematical limit (see discus-
sion on the quantum-classical transition in Sect. 3.6). Here
we find an example of the relationship between quantum
contextuality and chaos. In this regard, we find that the
problem of a particle in a stadium potential, for example,
is classically chaotic, the nodal patterns of the quantum
eigenfunctions display irregularities according to the clas-
sical dynamics [253,259]. From a Bohmian point of view,
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however, all particles associated with those eigenfunctions
are at rest, since they are real functions of the spatial co-
ordinates10. On the contrary, we have relatively simple
potentials, such as square or circular billiards [267,268],
which are regular systems, but that can exhibit quan-
tum motions if we choose some linear combination of their
eigenfunctions.

Given the possibility to define trajectories in Bohmian
mechanics, the next reasonable step consists therefore in
employing the tools of classical mechanics for their analy-
sis. In this regard, it is known that a quantitative charac-
terization of the degree of chaos requires the calculation of
global indicators, e.g., Lyapunov exponents or entropies.
The Lyapunov exponent of a system, Λ, describes the
asymptotic rate at which the distance between two ini-
tially nearby trajectories evolves with time [253]. Alter-
natively, chaotic dynamics can also be characterized by
measuring the rate of information exchanged between dif-
ferent parts of the dynamical system as it evolves [269].
This is directly related to the notion of entropy, in partic-
ular the so-called Kolmogorov-Sinai or KS entropy [253].
In brief, this type of metric entropy is related to the
occupancy rate of the phase space by a dynamical sys-
tem or, in other words, the rate of loss of information
in predicting the future evolution of the system by an-
alyzing the behavior displayed by its trajectories. Thus,
for chaotic systems this entropy is positive, while for reg-
ular ones it gradually decreases. In 1995 Schwengelbeck
and Faisal [270,271] proposed one of the first quantita-
tive measures of the chaoticity of a quantum system based
on the application of the KS entropy combined with the
measure of Lyapunov exponents. More specifically, they
established that in analogously to the classical definition
of chaos, quantum dynamics are chaotic if for a given re-
gion of the phase space the flow of quantum trajectories
has positive Kolmogorov-Sinai entropy. Nice examples of
the application of this idea to describe the transition from
order to chaos quantum-mechanically in terms of Bohmian
trajectories can be found in the literature, as the hydro-
gen atom acted by an external electromagnetic field [272]
or the Hénon-Heiles system [273–275]. On the other hand,
in the particular case of the coherent state representation
an alternative definition of quantum instability has been
given by Polavieja and Child [276–278].

The possibility to establish a one-to-one comparison
between classical and quantum systems is very impor-
tant, because it could happen that the existence of clas-
sical chaos does not imply that its quantum counterpart
will also display it in Bohmian terms. This was formerly
observed by Schwengelbeck and Faisal [270], but also
by Parmenter and Valentine [263,264]. By also analyzing
the time-evolution of Lyapunov exponents, these authors
found a series of requirements that quantum systems must
fulfil at least to display a chaotic Bohmian dynamics:

1. The system should have two degrees of freedom.

10 Notice that the current density associated with a real func-
tion is zero and therefore the Bohmian velocity is also zero (see
Sect. 4.1)

2. The wave function must be a superposition of three
stationary states.

3. One pair of these stationary states should have
mutually incommensurate eigenenergies.

Apart from the external potential V , quantum dynam-
ics are thus strongly influenced by the wave function,
as mentioned above. This is the reason why the require-
ments (2) and (3) are necessary, and also why quantum
chaos can appear in systems for which classical chaos is
not observed. In particular, Parmenter and Valentine ob-
served this behavior in the two-dimensional anharmonic
oscillator. Later on Makowski and coworkers also devel-
oped a series of studies exploring the relationship be-
tween chaoticity and two degree-of-freedom wave func-
tions built up of eigenstates and depending on some
parameters [265,266,279,280].

In summary, one of the remarkable contributions of the
Bohmian analysis to quantum chaos is that quantum in-
stabilities derive from the complexity of the quantum po-
tential rather than from external classical-like ones. Rel-
atively simple potentials can then give rise to quantum
chaotic motions. But, how does this take place? What is
the mechanism behind this behavior?

3.5.2 Role of vortical dynamics

To our knowledge, the first detailed analytical explana-
tion of the appearance of Bohmian chaos was provided by
Frisk [262] in 1997, who established a much stronger paral-
lelism with classical Hamiltonian systems. Without going
into mathematical details, it can be said that the most im-
portant conclusion from Frisk’s work is the link between
the presence of vortices (nodes of the wave function) and
the observation of a quantum chaotic behavior (from a
Bohmian viewpoint). This is a very interesting result. In
classical mechanics chaotic dynamics are related to the
features characterizing the flow or, in Hamiltonian terms,
the potential function. In quantum mechanics, however,
we find that even if such potential functions are relatively
simple and “harmless”, the nonlinearity of the Bohmian
guidance equation may lead to chaotic dynamics driven by
the behavior displayed by the wave function along time.
More specifically, this behavior is connected to the pres-
ence of vortices and how Bohmian trajectories may wander
around them. Early examples of this fact were observed,
for example, in squared and circular boxes [262,281] as
well as in stadium-like billiards [281]).

The answer provided by Frisk was in the right direc-
tion, yet incomplete. In a series of works published later
on by Wisniacki et al. [282,283] it was shown that the
origin of Bohmian chaos is in the evolution in time of
those vortices. An analogous conclusion was also found
by Efthymiopoulos et al. [197,284–287], who showed that
chaos is due to the presence of moving quantum vortices
forming nodal point-X-point complexes. In particular, in
reference [197] a theoretical analysis of the dependence of
Lyapunov exponents of Bohmian trajectories on the size
and speed of the quantum vortices is presented, which
explains their earlier numerical findings [284,285].
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3.5.3 Relaxation and quantum equilibrium

The interest in Bohmian chaos extends in a natural way
to the problem of the quantum equilibrium hypothesis (a
discussion on this issue in relation to the second postu-
late can also be found in Sect. 4.7). In analogy to clas-
sical systems, it is also argued that this type of chaos
is the cause behind the dynamical origin of quantum re-
laxation [288–292]. It is in this way that Bohmian me-
chanics provides us with an explanation of the Born rule
ρ = |ψ|2, since it predicts that, under some conditions,
the quantum trajectories lead to an asymptotic (in time)
approach toward this rule even if it was initially allowed
that ρinitial �= |ψinitial|2. Nonetheless, it should be noted
that not all choices of ρinitial warrant quantum relaxation,
as shown by Efthymiopoulos et al. [287] by means of an ar-
gument used to explain the suppression of quantum relax-
ation in the two-slit experiment apply (which also applies
to many other cases, e.g., [202]). In particular, a necessary
condition to observe quantum relaxation is that trajecto-
ries should exhibit chaotic dynamics [287,288], yet it is not
sufficient [287]. On the other hand, it is also important to
stress that this is analogous to the usual Monte Carlo sam-
pling used in molecular dynamics simulations [293], which
also makes use of a ratio ρ/W , where ρ is a convenient
distribution of classical trajectories and W is a given dis-
tribution function, e.g., a Wigner distribution within the
classical Wigner method – in Valentini’s approach, ρ is
an arbitrary probability density and W is the probability
distribution described by |ψ|2. In this regard, notice that
Bohmian mechanics allows us to put quantum mechanics
at the same level of classical statistical mechanics. Because
of the probability conservation along trajectories (or, more
formally, tubes of probability in the limit of a vanishing
cross-section [294]), the ratio is usually evaluated at t = 0.

Apart from the fundamental aspect related to the
quantum equilibrium hypothesis, in the literature it is
also possible to find different works with a more prac-
tical orientation, where Bohmian mechanics is used as
a tool to explore and analyze the relaxation dynamics
of quantum systems [295–303]. Similarly, the appealing
feature of dealing with ensembles has also been consid-
ered to develop semiclassical-like statistical numerical ap-
proaches [304–307]. In spite of all these efforts, there is
still much to be done and developed, particularly in rela-
tion to large, complex systems (see Sect. 2.2) as well as
the system-apparatus coupling in measurement processes
(for related discussions, see Sects. 2.4, 3.4, 4.5, and 4.6).

3.6 Quantum-to-classical transition and decoherence

Bohmian mechanics has a very appealing feature regard-
ing the quantum-classical transition: the quantum poten-
tial. This additional term to the Hamilton-Jacobi equa-
tion contains information about the topological curvature
of the wave function in the configuration space and is pro-
portional to �

2/m (see Sect. 4.2). According to standard
textbook criteria for the classical limit, classical behav-
iors are expected in the � → 0 limit (or, equivalently,
as the mass or some relevant quantum numbers of the

system become increasing larger). Therefore, in Bohmian
mechanics everything should be very simple: the condition
� = 0 should lead to classical mechanics. The reality, how-
ever, is far more complicated, as it was already pointed by
Rosen [308–311] in the mid-1960s. This is the traditional
classical limit. Now, � is just a constant and therefore one
could also think the classical limit in a more physical man-
ner, in terms of larger and larger masses. Here these two
limits will be examined, as well as the more recent route
in terms of entanglement and decoherence.

3.6.1 “Traditional” classical limits

Newtonian mechanics smoothly arises from special relativ-
ity as the speed of the system becomes smaller and smaller
than the speed of light. This is possible because both the-
ories are built upon the same conception of systems as lo-
calized (point-like) objects in space and time. In the limit
v � c, we gradually recover the Newtonian description
in terms of speed-independent masses and separation of
space and time. In quantum mechanics, it is often con-
sidered that the limit � → 0 (or equivalently � � Scl,
where Scl denotes a related classical action) should also
behave the same way. As pointed out by Berry [312], the
limit � → 0 is singular (and “pathological”). To illustrate
this fact in a simple manner, we are going to consider a
system that has already been used in a similar fashion
in different contexts [313,314], namely the particle in a
one-dimensional square infinite well of size L. The eigen-
functions are of the form

φn(x) =

√
2
L

sin
(pnx

�

)
, (5)

where pn = πn�/L, with n = 1, 2, . . . Therefore, the cor-
responding probability densities are

ρn(x) =
2
L

sin2
(pnx

�

)
. (6)

Similarly, in the momentum space we also have time-in-
dependent eigenfunctions, φ̃n(p), from which we obtain
probability densities

ρ̃n(p) ∝

⎧
⎪⎪⎨

⎪⎪⎩

p2
n

(p2 − p2
n)2

cos2
(
pL

2�

)
, odd n,

p2

(p2 − p2
n)2

sin2

(
pL

2�

)
, even n.

(7)

These probability densities in the configuration and mo-
mentum representations are displayed in Figure 12 (left
and right columns, respectively) for different values of n;
in each case, the red dashed line indicates the classical
distribution (a continuous function for positions and two
δ-functions at ±pn for momenta). As it can be noticed, the
probability density in the configuration space is a strongly
oscillatory function in the classical limit (n→ ∞), whose
average (but not the distribution itself) coincides with the
classical one. On the other hand, in the momentum space
one approaches two distributions centered around the two
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Fig. 12. Probability density for the position (left) and momen-
tum (right) eigenfunctions of the particle in a one-dimensional
infinite well for: (a) n = 1, (b) n = 2, (c) n = 3, and (d) n = 10;
the classical counterparts are denoted with red dashed lines.
For visual clarity, the maximum of all densities has been set to
unity. Arbitrary units (a.u.) have been considered.

classical momentum values allowed, ±pn, at a given en-
ergy (En = p2

n/2m). From a Bohmian perspective, the
particles associated with φn are motionless. The effective
potential acting on them is constant (consisting only of
the quantum potential, since V = 0 in the allowed region)
and equal to the total energy En. On the other hand, the
kinetic energy is zero, since pB = ∂S/∂x = 0. Therefore,
in this case, no classical limit can be reached, since there
is no way that Bohmian particles can move with a well-
defined momentum pcl = ± pn.

3.6.2 “Physical” classical limit (m→ ∞)

Now, what happens if instead of this limit we assume
a more realistic one, as it is the case with an increas-
ing mass? The quantum potential should also vanish and
therefore the classical Hamilton-Jacobi equation should
start ruling the system dynamics. To illustrate this case,
let us consider a weakly corrugated surface, such as
the (110) copper surface, and normal incident conditions
(the atoms impinge on the surface perpendicularly from

above, with z > 0, assuming the latter is on the XY
plane) with an incident energy Ei = 21 meV. The rare
gas of incident atoms is described by an extended wave
packet that covers several unit cells above the surface; be-
cause of this extension, it reaches the surface with almost
no spreading [209]. The propagation starts in the classi-
cal asymptotic region, where the atom-surface interaction
potential is negligible (z > 12 Å). From this region, the
wave packet is launched against the surface. After reach-
ing the surface, the wave packet bounces backwards and
is allowed to go far beyond the classical asymptotic re-
gion. As for the particles, let us consider the sequence He,
Ne, Ar, and He∗, the latter being a fictitious atom with
mass mHe∗ = 500 mHe. The question is, how is the far-
field diffraction pattern modified by the increasing mass
of the incident particle? If in the far field the quantum
potential vanishes (Q → 0), the answer that one would
expect is that this pattern approaches the one displayed
by a classical distribution.

For angles at which classical trajectories become max-
imally deflected – typically when they impinge on inflec-
tion points of the equipotential energy surface at Ei =
21 meV –, the intensity goes to infinity [313,315]. The ef-
fect is known as rainbow effect [316] in analogy to the
optical rainbow, with the maximum angle of inflection be-
ing the rainbow angle. In X-Cu(110) scattering there are
only two rainbow features, which play the role of turn-
ing points for the angular distribution – the intensity for
any other angle is confined between them. This is in sharp
contrast with the quantum case, where one observes a se-
ries of diffraction intensity maxima at the corresponding
Bragg angles (as seen in Fig. 13a). However, as the mass of
the incident particles increases, not only more and more
Bragg diffraction peaks can be observed (their number
scales with the mass of the incident particle as n ∝ √

m),
but their intensity is such that the whole pattern, on av-
erage, approaches that of the classical distribution [313],
as seen in Figure 13c. That is, if m increases gradually,
the intensity distribution resembles the classical distribu-
tion on average, but the fine structure still consists of an
increasingly large series of interference maxima, just as
in the problem of the infinite well. From a Bohmian per-
spective (see right column of Fig. 13), what we observe
as m increases is that trajectories start mimicking the
behavior of classical trajectories. One could be tempted
to think that we are actually observing the emergence of
classical trajectories (note that for He∗ the prefactor in
the quantum potential is 500 times smaller than in the
case of He). However, because of the intricate interfer-
ence structure of the wave function, the quantum potential
also exhibits a rather complex topology [317], such that
the factor depending on the curvature of the wave func-
tion does not vanish. Consequently, one of the distinctive
traits of Bohmian mechanics, the noncrossing rule [318],
still remains valid.

The trajectories show us the behavior of the system
at a local level, but what about a more global level? We
have observed that intensity patterns approach (on av-
erage) the classical ones. What about the trajectories?
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Fig. 13. Angular intensity distribution (left) and Bohmian
trajectories for X-Cu(110) scattering at normal incidence and
Ei = 21 meV, with X being: (a) Ne, (b) Ar, (c) He∗, and
(d) Hecl. For visual clarity, only the outgoing part of the tra-
jectories near the surface has been displayed. In panel (d’),
the dashed red lines denote classical trajectories deflected in
the direction of rainbow angles. For computational details, see
references [313,315].

To illustrate this point, let us consider the deflection
function. In classical mechanics, this is just a represen-
tation of the final or deflection angle displayed by the tra-
jectory (with respect to the normal to the surface) versus
its impact parameter (its position within the distance cov-
ered by a unit cell). By varying the particle position from
0 to 1 along the unit cell, we obtain a map of the accessi-
ble final angles, which for normal incidence and Cu(110) is
essentially a sinusoidal function. The maximum and min-
imum of this curve are the two rainbow angles. We can
proceed in the same way with the Bohmian trajectories,
although instead of covering a single unit cell it is neces-
sary to cover the whole extension of the incoming wave.
When we normalize this extension to the length covered
by a single unit cell, the result for He is shown in Fig-
ure 14a. The staircase structure observed in the quantum
deflection function is related to the appearance of Bragg
angles, each step corresponding to a different diffraction
order. As the mass of the incoming particle increases, we
find that this staircase structure becomes more complex,
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(c)
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Fig. 14. Quantum deflection functions obtained from the
Bohmian trajectories of particles with masses: (a) mHe, (b)
mHe∗ = 500mHe, and (c) mHe∗ = 1000mHe. In each panel,
the classical deflection function of He is displayed with thick
red line (only the part between the two rainbow angles is
displayed).

with more steps, that make it to resemble the classical de-
flection function (see panels (b) and (c)). There are, how-
ever, three differences. First, even if the trajectories can-
not cross, they try to mimic the classical behavior within
each unit cell, which gives rise to a series of oscillations
along the deflection function. Second, only a half of the
classical deflection function can be reproduced. Third, the
quantum deflection function can only reproduce globally
the classical one, but not within each cell.

3.6.3 Role of entanglement and decoherence

The above two examples show that the standard textbook
argumentation around the classical limit is rather vague
and confusing. Even if the very idea of quantum-classical
correspondence is a priori interesting in itself – actually,
it allowed Bohr to lay down the foundations of modern
quantum mechanics (to be distinguished from Planck’s
and Einstein’s former theory of quanta) –, we find it to
be incomplete to explain the appearance of the classical
world, as also argued by different authors in the literature.
Apart from Rosen, more recently the idea of identifying
quantum motions that are analogous to classical ones have
also been considered by Makowski and Górska [319,320].
In any case, it seems that the criterion of a vanishing quan-
tum potential with � (or m, or large quantum numbers)
is not a general criterion of classicality [321–323]. Even
in the case that semiclassical wave functions propagate or
spread along classical trajectories (e.g., scar-like quantum
states [260]), Bohmian trajectories may look highly non-
classical [324–327], thus breaking the traditional notion of
quantum-classical correspondence.
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To properly address the question of the classical limit
or, to be more precise, the quantum-to-classical transition,
first it is worth noting that Bohmian mechanics is con-
fined to the configuration space (as it is the wave function,
unless other representation is chosen). However, classical
mechanics takes place in phase space, where coordinates
and momenta are independent variables, and therefore at
each time it is possible to observe that the same spatial
point can be crossed by trajectories with equal but op-
posite momenta. This is a strong condition that should
be satisfied in a proper classical limit; reaching the classi-
cal Hamilton-Jacobi equation is just a weak condition, as
seen above, since it does not warrant the observation of
twofold momenta. So, what can we do in this situation?
Is there any way to get rid of the fast oscillations that
appear in the so-called classical limit (independently of
how this limit is reached)? The answer to such a question
seems to be linked to entanglement [328,329], the insepa-
rability among different degrees of freedom that eventually
leads to an apparent loss of coherence or decoherence in a
particular property of the degree of freedom (or system)
of interest. Different authors have treated the problem
of entanglement within the Bohmian framework in var-
ious contexts [330–337] – actually Bohmian trajectories
have also been used to analyze no-go theorems and the
appearance of nonlocality in quantum mechanics [338].
The main idea underlying all these works is the follow-
ing. If one observes the dynamics of the full-dimensional
system (system of interest plus environment), the corre-
sponding Bohmian trajectories satisfy the usual noncross-
ing rule [318]. Now, these trajectories contain information
about both the system and the environment. In order to
examine the system dynamics, one has to select only the
respective components of those full-dimensional trajecto-
ries. This is equivalent to observing the dynamics in a
subspace, namely the system subspace. It is in this sub-
space where the system trajectories display crossings, just
because they are not (many-particle) Bohmian trajecto-
ries in the high-dimensional space, but trajectories onto a
particular subspace – actually this leads us immediately
to the notion of conditional wave function developed in
Section 4.4, which opens new paths to formally estab-
lish a bridge between these various subspaces. Here the
role of the environment consists in relaxing the system
noncrossing property by allowing its (reduced) trajecto-
ries to reach regions of the configuration subspace which
are unaccessible when the system is isolated. This thus
explains the phenomenon of decoherence [339,340]. Prob-
ably this is one of the most important aspects that make
Bohmian mechanics worth exploring and using, since it
provides an unambiguous prescription to monitor the flow
and exchange of quantum coherence between system and
environment. Any other quantum approach only offers a
rather abstract and unclear picture of this phenomenon,
even though it is the key question in the theory of open
quantum systems [341].

Taking into account how the system is influenced by
the environment within the Bohmian framework, it is now
quite clear how the fast oscillatory interferences previously
mentioned will be washed out. The issue was formerly dis-

cussed by Allori et al. [342], who claimed that Bohmian
mechanics constitutes, precisely, the correct way to recover
the classical limit. This limit should be essentially analo-
gous to determine when Bohmian trajectories look New-
tonian, but in a rather different fashion to other attempts
based on the standard conception of correspondence of
simply varying a certain control parameter. This was what
they called the seven steps towards the classical world.
The main idea behind the approach followed in this work
consists of formulating a given quantum problem within
the Bohmian representation of quantum mechanics in the
most complete way, i.e., including all possible degrees of
freedom. Some of these degrees of freedom will describe
the system of interest, while the remaining will be treated
like an environment. Even without introducing any partic-
ular assumption or limit (as the authors do), it is clear that
the trajectories displayed by the system – remember that
they are projections of the real full-dimensional Bohmian
trajectories onto the system configuration subspace – will
be able to cross and therefore to show that certainly a
given spatial point of the system subspace can be charac-
terized by two (or more, if the system is described by two
or more degrees of freedom) values of the momentum.

A current trend in different areas of physics and chem-
istry is the study of large and complex systems (i.e., sys-
tems characterized by a large number of degrees of free-
dom) as well as the implementation of the corresponding
numerical tools to achieve such a goal. As mentioned at
the end of Section 3.5, Bohmian mechanics has been con-
sidered as one of the feasible routes to explore. Various
approaches have been developed in this regard, partic-
ularly mixed Bohmian-classical methods [58,59,343–346]
and analogous extensions making use of the hydrodynamic
approach [298–302]. The conditional wave function (see
Sect. 4.4) is another alternative of interest worth explor-
ing. Nonetheless, there is still a lot to be done in this
area, mainly in connection to the system-apparatus inter-
actions, which unavoidably lead us to questions such as
how entanglement manifests in ordinary life, or how deco-
herence processes can be optimally controlled. These are
problems where Bohmian mechanics has a lot to say.

4 Formalism

In this section we describe the different formalisms that
are used to make Bohmian predictions, in general, and in
most of the reviewed works of Sections 2 and 3, in partic-
ular. As emphasized in Section 1, the formalisms are just
the mathematical tools that explain how predictions are
obtained. One theory can have many valid formalisms (or
subroutes). For example, the matrix or the wave formu-
lations of the standard quantum theory. From a physical
point of view, the only requirement for a valid formalism is
that, by construction, it exactly reproduces experiments.
For some particular quantum problems, it is better to com-
pute trajectories by solving the Schrödinger equation, as
explained in Section 4.1, while for others the computation
using the Hamilton-Jacobi equation (or the quantum po-
tential) described in Section 4.2 is preferred. Identically,
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expectation values can be computed from the operators
as explained in Section 4.6 or from the pointer trajecto-
ries as detailed in Section 4.5. For practical purposes, all
Bohmian subroutes are valid11.

4.1 Trajectories from the Schrödinger equation

In Bohmian mechanics, a quantum system is described by
both a wave function and a particle position which de-
scribes a well-defined trajectory guided by the wave func-
tion. There are two main approaches to compute the dy-
namics of a system in Bohmian mechanics: analytic and
synthetic algorithms to which we will dedicate the follow-
ing two sections, respectively. This distinction comes from
the analytic-synthetic dichotomy in philosophy.

In synthetic algorithms, Bohmian trajectories play a
key part in the algorithm to perform the computations,
i.e., as the points where the wave function is evaluated.
Thus, these algorithms require an extra step in formulat-
ing them, the quantum Hamilton-Jacobi equation, which
we will introduce in Section 4.2.

The basis of analytic approaches, however, consists in
computing first the wave function and then obtaining the
Bohmian trajectories from it. In a sense, the trajectories
do not contribute to the structure of the algorithm, but
are simply obtained by the equations in the formalism.
While these algorithms do not add, in principle, any com-
putational advantage, e.g., the trajectory computation is
an additional step to integrating the Schrödinger equation,
they can be easily implemented to obtain the trajectory
dynamics which can be very useful to gain insights into
the dynamics, see for instance the works in Sections 2.1,
2.3, and 3.5. On the other hand, they are at the foundation
of the conditional wave function algorithms which will be
discussed in Section 4.4.

As in standard quantum mechanics, the time evolu-
tion of the wave function is given by the Schrödinger
equation. For a system composed of N spinless charged
particles under the effect of an electromagnetic field
it takes the form:

i�
∂ψ(r, t)
∂t

=
∑

k

1
2mk

[−i�∇k − qkAk(rk, t)]
2 ψ(r, t)

+ V (r, t)ψ(r, t), (8)

11 From a metaphysical point of view, different formalisms
are associated with slightly different interpretations of the
Bohmian theory. For example some researchers defend that
Section 4.1 is a better formalism because it is a first order (ve-
locity) formalism which is the correct ontologic understanding
of Bohmian mechanics. On the contrary, others defend the sec-
ond order explanation done in Section 4.2 because their onto-
logical understanding of the Bohmian theory is based on the
quantum potential (acceleration). Most of Bohmian researchers
will only accept an ontological explanation of the measurement
in terms of pointer positions of Section 4.5 (Naive realism about
operators [11,22,347]). However, in many practical situations,
the subroute with operators in Section 4.6 is very useful. Once
more, for our practical interest, any ontological hierarchy of
the different formalisms is irrelevant.

where mk and qk are, respectively, the mass and charge of
the kth particle, and ∇k is the del operator with respect
to the coordinates rk. The vector potential Ak(rk, t) rep-
resents the electromagnetic field (in the kth particle’s sub-
space) and V (r, t) describes both the interactions between
the particles in the system and the effects of an external
potential. The usual Schrödinger equation for neutral par-
ticles (or in the absence of an electromagnetic field) can
be recovered by taking Ak → 0 in equation (8). Thus, in
the remainder of this section (and in the next one), this
limit can be used at any time to obtain the expressions
corresponding to the neutral particles case.

The solutions of the Schrödinger equation obey a con-
tinuity equation. From equation (8) it is easy to see that

∂ρ(r, t)
∂t

+ ∇ · j(r, t) = 0, (9)

where we have defined a probability density and its
associated current as

ρ(r, t) = |ψ(r, t)|2, (10)

j(r, t) =
∑

k

jk(r, t) =
∑

k

[
�

mk
Im (ψ∗(r, t)∇kψ(r, t))

− qk
mk

|ψ(r, t)|2Ak(rk, t)
]
. (11)

These densities lead to the definition of a velocity field,

v(r, t) =
j(r, t)
ρ(r, t)

=
∑

k

[
�

mk
Im
(∇kψ(r, t)

ψ(r, t)

)
− qk
mk

Ak(rk, t)
]
,

(12)

which provides a guidance law for a N -particle trajectory
rα(t) = (rα1 (t), . . . , rαN (t)):

drα(t)
dt

= v(rα(t), t). (13)

The initial positions {rα(0)} of the trajectories {rα(t)}
are distributed according to the quantum equilibrium hy-
pothesis, i.e. following the probability density at time
t = 0, ρ(r, 0), as in equation (44) (see Sect. 4.7). Then,
the continuity equation (9) ensures that the trajectories
will be distributed following ρ(r, t) at all later times.

It is important to note that the velocity field as-
sociated with each particle is defined on the entire
configuration space and not only on the subspace of
the particular particle. Specifically,

drαk (t)
dt

= vk(r, t)|r=rα(t), (14)

vk(r, t) =
jk(r, t)
ρ(r, t)

=
�

mk
Im
(∇kψ(r, t)

ψ(r, t)

)
− qk
mk

Ak(rk, t). (15)
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Thus the trajectory of each particle in the system experi-
ences nonlocal effects through the positions of the rest of
the particles.

In summary, in the so-called analytic methods, the
Schrödinger equation is first integrated to later calculate
the trajectories by integrating the velocity field obtained
from the wave function. We want to point out that any
wave equation that has a continuity equation associated
with it allows for this kind of trajectory treatment. Thus,
this method can be also applied to obtain Bohmian equa-
tions of motion of, for example, relativistic systems or par-
ticles with spin (the interested reader can find a discussion
about extensions of Bohmian mechanics in Sect. 2.5).

4.2 Trajectories from the Hamilton-Jacobi equation

A formulation of quantum mechanics analogous to the
classical Hamilton-Jacobi can be obtained starting from
the Schrödinger equation. This “synthetic” approach to
Bohmian mechanics was the one used by David Bohm in
his formulation of the theory in the early fifties [15,16].
This formalism for the quantum theory allows to obtain
the trajectories without computing first the wave function,
is the source of a lot of hydrodynamic algorithms (see,
for instance, [193]), and sets the basis for extensions such
as Bohmian mechanics with complex action presented in
Section 4.3.

Working equations are obtained by expressing the
wave function in polar form,

ψ(r, t) = R(r, t)eiS(r,t)/�, (16)

and then introducing it into the Schrödinger equation, i.e.
equation (8), to obtain

i�∂tR− R∂tS =
∑

k

[
− �

2

2mk
∇2
kR− i�

2mk
R∇2

kS

− i�

mk
∇kS∇kR+

1
2mk

R (∇kS)2

+
i�qk
mk

Ak∇kR− qk
mk

RAk∇kS

+
i�qk
2mk

R∇kAk +
q2k

2mk
RA2

k

]
+ V R.

(17)

On the one hand, the imaginary part of equation (17) leads
to:

∂R2

∂t
+ ∇

∑

k

R2∇kS − qkAk

mk
= 0, (18)

which is again the continuity equation (9) with

ρ(r, t) = R(r, t)2, (19)

j(r, t) =
∑

k

R2(r, t)
∇kS(r, t) − qkAk(rk, t)

mk
. (20)

On the other hand, taking the real part of equation (17)
and defining the quantum potential as:

Q(r, t) = −
∑

k

�
2

2mk

∇2
kR(r, t)
R(r, t)

, (21)

we arrive at

∂S(r, t)
∂t

+
∑

k

[∇kS(r, t) − qkAk(rk, t)]
2

2mk

+ V (r, t) +Q(r, t) = 0, (22)

which is known as the quantum Hamilton-Jacobi equa-
tion, analogous to its classical counterpart but with Q as
an additional potential term. Equation (22) can be then
used to describe an ensemble of trajectories (labeled α)
defined by:

drα(t)
dt

=
∑

k

∇kS(r, t) − qkAk(rk, t)
mk

∣∣∣∣∣
r=rα(t)

, (23)

and initially sampled according to the quantum equilib-
rium hypothesis, i.e. following the probability density at
time t = 0, ρ(r, 0), as in equation (44) (see Sect. 4.7).
Notice that equation (23) is equivalent to equations (12)
and (13).

By taking the limit Q → 0 the (classical) Hamilton-
Jacobi equation is recovered, from where classical trajecto-
ries would be obtained. Since Q accounts for the quantum
(and nonlocal) behavior of the trajectories, it is named the
quantum potential, and its magnitude gives an estimation
of the deviation of quantum trajectories from their classi-
cal counterparts. Nevertheless, thinking of it as a classical
potential can be misleading since it depends on the shape
of the wave function (cf. Eq. (21)).

The numerical integration of the Hamilton-Jacobi
equation is more convoluted than the Schrödinger equa-
tion. To begin with, the Hamilton-Jacobi equation is a
nonlinear equation (with respect to the modulus of the
wave function), and thus numerical instabilities are bound
to appear more easily. Furthermore, the computation of
the wave function (modulus and phase) in regions where
the modulus is small (for instance, near wave function
nodes) should be handled with special care because, de-
pending on the implemented algorithm, the trajectories
in those areas can become sparse. Algorithms such as
the derivative propagation and trajectory stability meth-
ods [348] were proposed to avoid this kind of problems.

4.3 Trajectories from complex action

Bohmian mechanics is typically formulated in terms of a
set of real equations. However, as we may find in classical
and semiclassical treatments [317], it can also be recast
in a complex form when practical applications are envi-
sioned, in terms of a complex action, S̄, and extended by
analytic continuation to the complex plane. As seen be-
low, this has been done in the literature to develop new
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efficient quantum computational tools12. This complexifi-
cation gives rise to alternative dynamical behaviors, which
are specified by a complex-valued time-dependent quan-
tum Hamilton-Jacobi equation,

∂S̄

∂t
+

(∇S̄)2

2m
+ V − i�

2m
∇2S̄ = 0, (24)

where the last term on the left-hand side is the complex
quantum potential. The relationship between S̄ and the
usual wave function is given by the transformation relation

S̄(r, t) =
�

i
lnΨ(r, t). (25)

From this equation, one can now define a complex-valued
local velocity vector field,

v̄ =
∇S̄
m

. (26)

Taking this expression into account, first we notice that
the complex quantum potential can be expressed in terms
of the first spatial derivative of the complex velocity:

Q̄ = − i�

2m
∇2S̄ = − i�

2
∇v̄. (27)

That is, within this formulation in terms of a complex ac-
tion, also known as complex Bohmian mechanics, there is a
direct relationship between the quantum potential and the
local velocity field, thus stressing the direct role of Q̄ on
the quantum dynamics. This is not the case for Bohmian
mechanics, where the quantum potential depends on the
spatial derivatives of the probability density, and not on
the phase field. In this sense, the link between the quan-
tum potential and the dynamics is not straightforward, as
in complex Bohmian mechanics; such a link only becomes
evident if we keep in mind the fact that this potential
arises from the action of the kinetic operator on the wave
function. Second, we also readily find that because S̄ is
in general a complex field, the only dynamics compatible
with equation (26) has to be complex, which means that
we cannot use the real variable, r, but a complex one,
z, obtained by analytical continuation. This means that
the corresponding complex trajectories are obtained after
integration of the (complex) equation of motion

dz

dt
= v̄. (28)

A direct correspondence cannot be established between
the trajectories obtained from this equation and the usual

12 To some extent, this procedure is analogous to consider-
ing the complex form of the classical electric and magnetic
fields with the purpose of determining in a simpler manner
solutions to Maxwell’s equations. It is not our intention to dis-
cuss the interpretive issues that these complex trajectories may
raise, but only the numerical viability of using them in com-
putations (although this complex formalism is far from the
Bohmian postulates presented in Sect. 4.7).

Bohmian trajectories in real space, since a one to one cor-
respondence among them does not exist (nor the latter
correspond to the real part of the former). Rather each
Bohmian trajectory is to be considered as the result of
the crossing of the real axis, at subsequent times, of a
continuous set of complex trajectories [349].

Although the first evidence of equation (24) dates back
to 1933, to Pauli’s seminal work “Die allgemeinen Prinzip-
ien der Wellenmechanik” [239] (translated into English
as “General Principles of Quantum Mechanics” [240]),
to our knowledge the first application of the complex
quantum Hamilton-Jacobi equation is due to Leacock
and Padgett [350,351], who in 1983 (fifty years after
Pauli!), in the context of the quantum transformation the-
ory [352–357], proposed this equation as a means to ob-
tain bound-state energy levels of quantum systems with
no need to calculate the corresponding eigenfunctions. Ac-
cording to these authors, the quantum Hamilton-Jacobi
equation can be (i) either stated as a postulate, or (ii)
derived from the Schrödinger equation through a simple
connection formula. In the second case, the quantum ac-
tion is proportional to the natural (complex) logarithm
of the wave function, more specifically the ansatz (25).
This relationship allows us to easily go from the quan-
tum Hamilton-Jacobi formulation to the standard one in
terms of the time-dependent Schrödinger equation (and
vice versa). Although both the ansatz and the formula-
tion used by Leacock and Padgett are similar to those
considered in the standard (quantum) JWKB semiclassi-
cal approximation [317,358–361], as pointed out by these
authors, their approach conceptually differs from it, since
they did not claim to be in a semiclassical regime. Notice
that for nondegenerate eigenstates, Ψ is a real field and S̄
is therefore an imaginary field. On the other hand, if there
is some degeneracy, S̄ also acquires a real part depend-
ing on the angular (orbital) part of the eigenstate (e.g.,
the three-dimensional harmonic oscillator or the hydrogen
atom).

The work developed by Leacock and Padgett was not
specifically oriented towards dynamical issues. This is a
remarkable point, because precisely one of the “patholo-
gies” of Bohmian mechanics is the motionless state as-
signed to particles associated with nondegenerate eigen-
states [18], i.e., quantum states characterized by a zero
velocity field in the Bohmian sense. To circumvent this
problem, following independent approaches Floyd since
the early 1980s [362–367] and Faraggi and Matone since
the late 1990s [368–372] developed (time-independent)
quantum Hamilton-Jacobi-like formulations starting from
(real) bipolar ansätze, although they did not claim full
equivalence with standard quantum mechanics regard-
ing their predictions, and therefore with Bohmian me-
chanics. In this latter case, probably the first studies
are due to John in the early 2000s [373]. This author
proposed a time-dependent complex quantum trajectory
formalism (based on the same connection formula men-
tioned by Leacock and Padgett) to study the dynam-
ics associated with some simple analytical cases, such as
the harmonic oscillator or the step barrier. Later on this
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modified de Broglie-Bohm approach, as denoted by John,
has also been applied to the analysis of the Born rule and
the normalization conditions of the probability density in
the complex plane [374,375], or the dynamics of coher-
ent states [376,377]. Analogous studies carried out to de-
termine different dynamical properties with this complex
Bohmian representation have been carried out extensively
in the literature [349,378–397].

More recently, the complex version of Bohmian me-
chanics has been invoked as an alternative computational
tool, the so-called Bohmian mechanics with complex ac-
tion, developed since 2006 by Tannor et al. [398–404] from
an earlier, independent derivation of equation (24) [405],
with extensions to nonadiabatic molecular dynam-
ics [63,64]. Differently from the works mentioned above,
Bohmian mechanics with complex action is aimed at ob-
taining the wave function directly from the trajectories,
as the quantum trajectory method [53] or the deriva-
tive propagation methods [406] do in real space. In other
words, this complexified Bohmian mechanics is also an al-
ternative synthetic method but in complex space [193].
With the same spirit and by the same time, an alterna-
tive synthetic approach was also developed by Chou and
Wyatt [407–409], with applications to both bound states
and scattering systems.

Alternatively, other complex schemes include the com-
plexification of the usual Bohmian mechanics by formulat-
ing it in imaginary time with the purpose of computing
reliable energy eigenstates by means of a single Bohmian
trajectory. Analytic continuation (t→ −iτ , p→ −ip, and
S → −iS, with τ > 0) here gives rise to diffusion-like
equations, which benefit from the presence of the quan-
tum potential. This technique has been implemented and
applied to systems ranging from complex low-dimensional
potential functions [410] to clusters of 11 atoms (33 de-
grees of freedom) [411], proving to be very efficient in
terms of computational cost and numerical stability.

4.4 Trajectories from conditional wave functions

Elementary textbooks explain quantum mechanics from
a wave function ψ(x, y, z, t) solution of the Schrödinger
equation. The physical space where such a wave function
lives is the ordinary space r = {x, y, z}. However, any
quantum system of interest implies much more degrees
of freedom. For example, a system of N particles, whose
positions are r1, r2, r3, . . . , rN , involves a wave function
Ψ(r1, r2, r3, . . . , rN , t) that does not live in the physical
(ordinary) 3-dimensional space, but instead in an abstract
3N -dimensional space plus time. Such an abstract and
high-dimensional configuration space, that plays a cen-
tral role in the understanding of many quantum phenom-
ena, has been quite “indigestible”. Einstein remarked that
“Schrödinger is, in the beginning, very captivating. But the
waves in n-dimensional coordinate space are indigestible
. . . ” [412]. Two particles at r1 and r2, which are very
far in physical space, share some common region in such
a high-dimensional configuration space. This opens the

possibility of instantaneous (i.e. faster than light) inter-
action between them. Einstein hated this idea. However,
Bell [413], and the posterior experiments of Aspect [414],
showed that quantum phenomena are nonlocal in the sense
mentioned before.

From a practical point of view, as we have already men-
tioned, the Schrödinger equation can only be solved with
very few degrees of freedom, i.e., we must face the many
body problem. Therefore, an artificial division has to be
done between the degrees of freedom that we will explicitly
simulate and those that we will not. The Schrödinger equa-
tion is only valid for an isolated system where a unitary
time-evolution of the wave function takes place. The prob-
ability density of finding the particles in the isolated sys-
tem is conserved because particles have to be somewhere
in that region. This is not true for a quantum subsystem.
A standard way to reduce the number of explicitly simu-
lated degrees of freedom, is to trace out certain degrees of
freedom. This process ends up with what is called the re-
duced density matrix which does no longer describe a pure
state, but a mixture of states. In this formalism, the quan-
tum subsystem is no longer described by the Schrödinger
equation but by the Lindblad equation [415,416], whose
evolution is, in general, irreversible [98]. There is no way to
define a wave function for a quantum subsystem (interact-
ing with the environment) that evolves deterministically
in the standard route. In the next subsection we discuss
how a Bohmian formulation of quantum mechanics allows
us to proceed in a very different way.

4.4.1 The conditional wave function

Bohmian mechanics provides an original tool to deal
with quantum (sub)systems in a quite general and
trivial way. Such tool is the conditional wave func-
tion [22,35,66,229,417]. We consider an isolated quan-
tum system. The whole universe, for example. The
many-particle wave function is Ψ(r1, r2, r3, . . . , rN t). We
define ra as the position of the a−particle in the �3 phys-
ical space, while rb = {r1, . . . , ra−1, ra+1, . . . , rN} are
the positions of the rest of particles in a �3(N−1) con-
figuration space. The actual particle (Bohmian) trajec-
tories are accordingly denoted by {rαa (t), rαb (t)}, where
{rαa (t0), rαb (t0)} are selected according to the quantum
equilibrium hypothesis as in (44) (the reader is here re-
ferred to Sect. 4.7). The total wave function cannot be
written as a product Ψ(r) = ψa(ra)ψb(rb) if the two sub-
systems are entangled. However, within Bohmian mechan-
ics, we can define the so called conditional wave func-
tion [22,35,66,229,417]:

ψa(ra, t) ≡ Ψ(ra, rb(t), t), (29)

which constitutes a slice of the whole multi-dimensional
wave function Ψ . In equation (29) we omit (for simplicity)
the dependence of each conditional wave function ψa(ra, t)
on α. The relevant property extracted from equation (29)
is that the (Bohmian) velocity of the ra(t) can be equiv-
alently computed from the big wave function Ψ(ra, rb, t)
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or from the little (conditional) wave function ψa(ra, t) as
seen:

dra(t)
dt

=
�

m
Im

∇ra
Ψ(ra, rb, t)

Ψ(ra, rb, t)

∣∣∣∣
ra=rα

a (t),rb=rα
b (t)

≡ �

m
Im

∇ra
ψa(ra, t)

ψa(ra, t)

∣∣∣∣
ra=rα

a (t)

. (30)

We would like to stress that, by construction, the lit-
tle wave function guides the trajectory ra(t) along ex-
actly the same path as the big wave function. Note that
one can deduce one (single-particle) conditional wave
for each particle a = 1, . . . , N . The little wave func-
tions ψa(ra, t), i.e. the Bohmian conditional wave func-
tions, may thus be regarded as single-particle pilot-waves
(propagating in physical space) which guide the motions
of the affiliated particles. In fact, if needed, the tech-
nique used in deducing (30) can be equivalently devel-
oped for any arbitrary particle’s subset. For example, we
can build the (three particles) conditional wave function
ψ1,2,3(r1, r2, r3, r4(t), . . . , rN (t), t).

4.4.2 The nonlinear and nonunitary equation

Up to know, the reader realizes that these conditional
wave functions in physical space are defined in equa-
tion (29) from the universal big (many particle) wave
function in the huge �3N configuration space. In order
to discuss the practical utility of these conditional wave
functions, we need to explore the possibility of defining
them independently of the big wave function [35,228,229].
We might track the dynamical evolution of a quan-
tum (sub)system exclusively in terms of these single-
particle (conditional) wave functions, instead of (as we
did in their presentation) first solving the many-body
Schrödinger equation for Ψ and only examining the condi-
tional wave functions ψ after. It can be demonstrated [35]
that ψa(ra, t) obeys the following wave equation13:

i�
∂Ψa(ra, t)

∂t
=
{
− �

2

2m
∇2
a + Ua(ra, rαb (t), t)

+Ga(ra, rαb (t), t) + iJa(ra, rαb (t), t)
}
Ψa(ra, t). (31)

The explicit expression of the potentials Ga(ra, rαb (t), t)
and Ja(ra, rαb (t), t) that appear in (31) can be found in

13 The relevant point in the development is that the condi-
tional wave function for particle a depends on time in two ways,
through the Schrödinger time-evolution of Ψ , and also through
the time-evolution of the rest of the particles rb(t):

i�
∂

∂t
ψa(ra, t) = i�

∂Ψ(ra, rb, t)

∂t

∣∣∣
rb=rb(t)

+

N∑

k=1,k �=a

i�
drk(t)

dt
∇rkΨ(ra, rb, t)

∣∣∣
rb=rb(t)

reference [35]. However, their numerical values are in prin-
ciple unknown and need some educated guesses [9,227].
On the other hand, Ua(ra, rαb (t), t) is the part of the total
potential energy that appears in many-body Schrödinger
equation with an explicit dependence on ra. One obtains
equation (31) for each particle. From a practical point of
view, all quantum trajectories rα(t) have to be computed
simultaneously [9,124,227].

The computational advantage of the above algorithm
using (31) instead the many-body Schrödinger equation
is that, in order to find (approximate) trajectories, rαa (t),
we do not need to evaluate the wave function and po-
tential energies in the whole configuration space, but only
over a smaller number of configuration points, {ra, rαb (t)},
associated with those trajectories defining the highest
probabilities [124].

The presence of an imaginary potential Ja(ra, rαb (t), t)
in (31) implies that the Hamiltonian is not Hermitian and
the conditional wave function suffers a nonunitary evolu-
tion. The probability density is not conserved. This is just
the obvious consequence of dealing with open quantum
(sub)systems. In addition, in a coupled system, the trajec-
tory ra(t) affects the potential Ub(rb, ra(t), t) of the par-
ticle rb. In turn, this potential affects ψb(rb, t) that mod-
ifies the particle rb(t). Again, rb(t) affects the potential
Ub(rb, ra(t), t) that defines the wave function ψa(ra, t),
and the circle starts again. In other words, contrarily to
the Schrödinger equation, the new equation (31) can be
nonlinear. Let us specify that here the adjective nonlin-
ear refers to the (conditional) wave functions itself, not to
the nonlinearity of the modulus discussed in Section 4.2.
In other words, there is no guarantee that the superposi-
tion principle satisfied by the big wave function (in the
big configuration space) is also applicable to the little
(conditional) wave function when dealing with quantum
subsystems.

Finally, let us mention that (for spinless electrons) the
exchange interaction is naturally included in equation (31)
through the terms Ga and Ja. Due to the Pauli exclusion
principle, the modulus of the wave function tends to zero,
R(ra, rαb (t), t) → 0, in any neighborhood of raj such that
|raj − rαbk

(t)| → 0 with j and k referring to the individ-
ual particles of systems A and B, respectively. Thus, both
terms, Ga(ra, rαb (t), t) and Ja(ra, rαb (t), t), have asymp-
totes at raj → rαbk

(t) that repel the a-particle from other
electrons. However, in order to exactly compute the terms
Ga and Ja we must know the total wave function, which
is in principle unknown. There are however a few ways to
introduce the symmetry of the wave function without deal-
ing directly with these two coupling terms [35,142,227].

The fact that the Bohmian route allows a rigorous def-
inition of the wave function of a quantum (sub)system
entangled with the outside is very attractive. The utility
of these conditional wave functions and their equations
of motion for nonlinear and nonunitary quantum evolu-
tions remains mainly unexplored. See some preliminary
example for an approximation of the many-body problem
in Section 3.3.
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Fig. 15. (a) The Bohmian measurement assumes that the
quantum system and the measuring apparatus are explicitly
simulated. (b) The standard measurement assumes that only
the quantum system is explicitly simulated, but the measuring
apparatus is substituted by a proper operator acting on the
wave function of the system.

4.5 Expectations values from (pointer) trajectories

Along the four previous subsections we have established
the essential ingredients that are necessary to compute
both waves and trajectories following different formula-
tions of the same Bohmian theory. On the present and
next subsections, we focus on how the evaluation of ex-
pectation values can be prescribed in terms of Bohmian
trajectories.

To describe a measurement process, the active sys-
tem and the measuring apparatus are usually conceptu-
ally treated as separate entities. This separation is how-
ever very different depending on the particular quantum
theory that is utilized to compute the expectation val-
ues (see Fig. 15). The standard prediction of observables,
for instance, is described through the use of operators Ĝ
whose eigenvalues provide all possible outcomes of the
measurement. When we measure a particular eigenvalue,
the initial wave function is transformed into an eigen-
function of the operator, which is known as projective
(von Neumman) measurement. Let us remind that in Sec-
tion 3.4 we show other types of measurements different
from the projective ones. Thus, in standard quantum the-
ory, the time evolution of the wave function is governed
by two (quite) different laws (see Fig. 15b). The first dy-
namical evolution is given by the Schrödinger equation.
This dynamical law is deterministic in the sense that the
final wave function of the quantum system is perfectly de-
termined when we know the initial wave function and the
Hamiltonian of the system. The second dynamical law is
called the collapse of the wave function. The collapse is
a process that occurs when the wave function interacts
with the measuring apparatus. The initial wave function
before the measurement is substituted by one of the eigen-
states of the operator Ĝ. Differently from the dynamical
law given by the Schrödinger equation, the collapse is not
deterministic, since the final wave function is randomly
selected among the operator eigenstates.

Contrarily, in the Bohmian theory the measurement
process is conceptually treated as any other interaction

event, and hence there is no need to introduce opera-
tors [10,22,347]. The entire quantum system (active sys-
tem plus apparatus) is described by a trajectory plus
a wave function, each one obeying its own equation
of motion (see Sect. 4.1), independently of whether a
measurement process is taking place or not. Assuming
that some kind of pointer indicates the measured quan-
tity14, once the Bohmian trajectories associated with its
positions are known, the expectation value of the observ-
able can be straightforwardly computed by simply av-
eraging over different trajectory realizations of the sys-
tem. Notice that the back-action of the measurement
on the wave function is taken into account in a rather
natural way. It is in this regard that, in Bohmian me-
chanics, a physical quantum system must be, whenever
concerned about observable information, described by a
many-particle Hamiltonian (see Fig. 15a).

Despite their conspicuous conceptual differences, the
Bohmian and standard explanations of the measurement
process provide the same probabilistic predictions. The
mathematical implementation of the equations of mo-
tion in each case is however quite different. To better
appreciate these differences, let us consider the measure-
ment of the momentum of an electron initially in an en-
ergy eigenstate of a square well of size L, i.e. ψn(x) =
C sin(nπx/L), C being the normalization constant and n
an integer denoting the vibrational state. Since the wave
function is real, the momentum p = ∂S(x)/∂x is zero and
so the Bohmian particle is at rest. For high enough values
of n, the previous wave function ψ(x) can be roughly ap-
proximated by a sum of two momentum eigenstates with
eigenvalues ±n�/L. Therefore, when we perform a stan-
dard measurement of the momentum, we obtain an out-
come ±n�/Lwhile the system wave function collapses into
one of the two momentum eigenstates.

In Bohmian mechanics the measurement of the mo-
mentum is undertaken by considering how the measure-
ment would take place in a real experiment; for instance,
by removing the walls and detecting the electron some-
where in a screen far from the initial well (see Fig. 16).
The first step is considering the right and left position
detectors as two new degrees of freedom, yR and yL.
The wave function of the particle in the well and two
additional particles associated with the detectors is de-
fined in a larger configuration space, ψ(x, yR, yL, t). The
Hamiltonian of this new big wave function ψ(x, yR, yL, t)
needs to include the time-evolution of the barriers and the
particle detectors. The time interval between removing the
walls and detecting the particles allows one to compute
the “electron velocity”. The time-dependent process of re-
moving the walls implies that the initial stationary wave

14 In modern electronic measuring devices, the pointer could
be represented by a seven-segment array of light-emitting diode
(LED) displays, each one with two possible states, ON and
OFF. When electrons are present inside the PN interface of one
of the LEDs, a radiative transition of the electrons from the
conduction to the valence band produces light corresponding
to the ON state. The absence of electrons is associated with
an OFF state.
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Fig. 16. Schematic explanation of the measurement process
as described in Bohmian mechanics. For simplicity, the extra
degrees of freedom of the particle detectors yR and yL are not
included in the scheme. A confined particle within a well at
time t0 is released at time t1 in order to measure its momentum.
Only the wavepacket associated with the Bohmian trajectory
(choosen at time t0) is later detected (on the right detector)
at time t1.

function evolves into two time-dependent wave packets
moving on opposite directions, becoming after a while
completely separated in space. The particle will end up
in one wave packet or the other with a momentum very
close to ±n�/L, the sign depending on which wave packet
the initial position of the particle enters (see Fig. 16) [418].

In summary, Bohmian mechanics can address quan-
tum phenomena including measurement events just from
the Schrödinger equation and the equation of motion for
the trajectories. Thus, the association of operators to “ob-
servables”, which is an indispensable step in the standard
formulation of quantum mechanics, is unnecessary in the
Bohmian formulation.

4.6 Expectations values from operators

Taking into account the number of degrees of freedom of
the measuring apparatus, the many-particle Schrödinger
equation (describing both the system and the apparatus)
is most of the times computationally prohibitive. There-
fore, approximations to the system-apparatus interaction
are usually required to compute expectation values.

A particular route to circumvent this computational
problem is based on the use of effective equations of mo-
tion for the measuring apparatus, while retaining a full
description of the active system. A preliminary step in this
direction is presented, for example, in [124]. Approxima-
tions to the measurement problem can also be formulated
in terms of conditional wave functions, which constitute
a rigorous way to split a closed system into smaller open
pieces (see Sect. 4.4). In fact, the conditional formulation
of the Schrödinger equation described in Section 4.4 lends
itself as a general starting point to derive approximate
equations of motion for the active quantum region under
the influence of a measuring apparatus.

Alternatively, the use of Hermitian operators acting
only on the wave function of the active system is proba-
bly the most used approach to avoid the computation of
the pointer degrees of freedom in practice [10,22,347]. To
see how the language of operators can be merged with a
trajectory-based formulation of quantum mechanics, one
can proceed as follows. The Hermitian operator Â and the
expectation value 〈Â〉ψ can be always written in the posi-
tion representation. Then, the mean value of this operator
over the wave function ψ(r, t) is given by:

〈Â〉ψ =
∫ ∞

−∞
ψ∗(r, t)Â (r, i�∇)ψ(r, t)dr. (32)

Alternatively, the same mean value can be computed from
Bohmian mechanics by defining a spatial average of a “lo-
cal” magnitude AB(r, t) weighted by R2(r, t):

〈Â〉ψ =
∫ ∞

−∞
R2(r, t)AB(r, t)dr. (33)

In order to obtain the same result with equations (32)
and (33), we can easily identify the local mean value
AB(r, t) with

AB(r, t) = Re

[
ψ∗(r, t)Â (r, i�∇)ψ(r, t)

ψ∗(r, t)ψ(r, t)

]

ψ=Rei S
�

. (34)

We take only the real part because we know that the mean
value of equation (34) must be real.

For practical purposes, we compute expectation val-
ues using equation (33) by means of a large α = 1, . . . ,M
number of Bohmian trajectories with initial positions se-
lected according to the quantum equlibrium hypothe-
sis (44). The initial positions rα(t0) of the trajectories
are used to rewrite R2(r, t) in equation (33) as:

〈Â〉ψ = lim
M→∞

1
M

M∑

α=1

AB(rα(t)). (35)

By construction, in the limit M → ∞, the value of
equation (35) is identical to the value of equations (32)
and (33).

A particularly illustrative example of how expecta-
tion values can be obtained from operators is the case
of the density current. Let us first notice that the prob-
ability density operator can be written as |r〉〈r| and its
expectation value is 〈ψ|r〉〈r|ψ〉 = |ψ(r, t)|2, or equiva-
lently, in the Bohmian language 〈ψ|r〉〈r|ψ〉 = R2(r, t).
The (Hermitian) current operator can be written as Ĵ =
1/(2m)(|r〉〈r|p̂+p̂|r〉〈r|), so it can be easily demonstrated
that:

〈J〉ψ = J(r, t) = v(r, t)R2(r, t)

= lim
M→∞

1
M

M∑

α=1

v(rα(t))δ(r − rα(t)). (36)
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The average value of the current density depends on the
position, and it is equal to the average Bohmian velocity
multiplied by the square modulus of ψ(r, t). At a partic-
ular position “r,” this current is just the average of all
particle velocities that reside around r = rα(t) at time t.

It is important to emphasize that the local Bohmian
mean values AB(r, t) are not the eigenvalues of the op-
erator Â. In general, the eigenvalues are not position de-
pendent, while AB(r) are. The example of the measure-
ment of the momentum described in Section 4.5 sheds
light into the differences between eigenvalues and local
Bohmian operators. Consider again the particle between
two walls, separated by a distance L, whose wave func-
tion is ψ(x) = C sin(nπx/L) within the walls (and zero
elsewhere). Both the local Bohmian momentum pB(x) =
∂S(x, t)/∂x and the mean value in equation (33) are zero.
Alternatively, the wave function can be written as:

ψ(x) ≈ C′
(
e−iπx/L − eiπx/L

)
. (37)

The eigenvalues a1 = n�π/L and a2 = −n�π/L of the
momentum operator have identical probabilities and thus
the mean value of the momentum computed from equa-
tion (32) is again zero. Therefore, in general, AB(r) can-
not be identified with ai. However, by construction, the
mean values computed from ai and AB(r) are identical. A
similar discussion about the evaluation of the mean value
of the quantum power can be found in reference [419].
In any case, notice that according to what we mention
in Section 3.4 on the measurement of local velocities,
these local (Bohmian) mean values AB(r, t) are nowadays
experimentally accessible with weak measurements.

4.7 Summary of the formalism and interpretations

Despite its several formulations, some of them addressed
in the previous subsections, here we present the theory of
Bohmian mechanics through a small set of very short and
simple working postulates15. In what follows, we assume
a many-particle wave function without spin, so any global
symmetry of the wave function comes from its orbital part.

First Postulate (dynamics of a quantum system):
The dynamics of a nonrelativistic quantum system of N
particles comprises a many-particle wave function Ψ(r, t),
defined in the configuration space r = (r1, r2, . . . , rN )
and time t, and a many-particle trajectory r(t) = (r1(t),
r2(t), . . . , rN (t)) that evolves continuously under the guid-
ance of the wave function.

The wave function is a solution of the Schrödinger
equation:

i�
∂Ψ(r, t)
∂t

=

(
N∑

k=1

− �
2

2mk
∇2
k + V (r, t)

)
Ψ(r, t) (38)

15 These Bohmian postulates are only valid for a nonrelativis-
tic quantum world, where the number of particles does not
change with time. The generalization of these postulates in a
system described by quantum field theory is far from the scope
of this review, which only focuses on the practical utility of the
Bohmian theory for nonrelativistic quantum scenarios.

where −�
2∇2

k/2mk is the kinetic energy operator of parti-
cle k (with mass mk) and the potential V (r, t) includes all
interactions in the system (internal and with an arbitrary
external scalar potential)16.

Each component rk(t) of the trajectory is obtained by
time-integrating the particle velocity vk(t) = vk(r(t), t)
defined through the velocity field

vk(r, t) =
Jk(r, t)
|Ψ(r, t)|2 , (39)

where Jk(r, t) is the k-th particle current density

Jk(r, t) =
�

mk
Im [Ψ(r, t)∗∇kΨ(r, t)] . (40)

Second Postulate (quantum equilibrium hypothe-
sis): The initial position r(t0) of the trajectory r(t) cannot
be known with certainty, and it is randomly distributed ac-
cording to the quantum probability density |Ψ(r, t0)|2. Its
initial velocity is then determined by

vk(t0) = vk(r(t0), t0). (41)

Third Postulate (symmetrization postulate of quan-
tum mechanics): If the variables ri and rj refer to two
identical particles of the system, then the many-particle
wave function is either symmetric:

Ψ(., ri, ., rj , ., t) = Ψ(., rj , ., ri, ., t) (42)

if the particles are bosons, or antisymmetric:

Ψ(., ri, ., rj , ., t) = −Ψ(., rj , ., ri, ., t) (43)

if the particles are fermions. In equations (42) and (43)
it is understood that all other degrees of freedom of the
other particles remain unchanged. For general wave func-
tions, this postulate implies more complicated restrictions
on the possible orbital and spin components of the wave
functions.

Some authors claim that it is not necessary to pos-
tulate the quantum equilibrium hypothesis and that it
is only a requirement to yield the same experimental re-
sults as standard quantum mechanics17. Furthermore, as
16 Strictly speaking, and in order for equation (38) to be ex-
act, the quantum system should be completely isolated such
that the potential V (r, t) only accounts for internal interac-
tions, i.e. V (r, t) = V (r). A rigorous description of the dy-
namics of an open quantum system would require the use of
the reduced density matrix equations including Lindblad op-
erators [415,416] or the conditional wave function formalism
(see Sects. 3.3 and 4.4). Nevertheless, from a practical point
of view it is often a very good approximation to assume the
quantum system to be closed even if it is exposed to an ex-
ternal potential, in this way making equation (38) suitable to
describe more general systems. Notice finally that in order to
account for both scalar and vector potentials, equations (38)
and (40) should be replaced respectively by equation (8) and
each current density component in equation (11).
17 Quantum equilibrium makes the trajectory positions of a
reduced system to follow Born’s statistical law in the same
manner that, regardless of the initial conditions, the distribu-
tion of velocities of a gas in thermal equilibrium typically follow
the Maxwell-Boltzmann law.
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Bohm already discussed in his original papers [16], it is
also claimed that quantum equilibrium can be derived (see
Ref. [10] and also Sect. 3.5.3). Nevertheless, in practical
scenarios the initial position and velocity of a particu-
lar many-particle trajectory r(t) cannot be known with
certainty. When an experiment is repeated several times,
the initial positions of an ensemble of trajectories asso-
ciated with the same wave function, {rα(t)}, have to be
distributed according to the quantum equilibrium hypoth-
esis, i.e. following the initial probability density |Ψ(r, t0)|2.
This condition can be written mathematically as:

|Ψ(r, t0)|2 = lim
M→∞

1
M

M∑

α=1

N∏

k=1

δ(rk − rαk (t0)). (44)

Notice the presence of two indices, α = 1, . . . ,M de-
notes an infinite ensemble of trajectories accounting for
the initial uncertainity and k = 1, . . . , N accounts for the
total number N of particles. The initial velocity of the
trajectory rα(t) is then determined by

vαk (t0) = vk(rα(t0), t0). (45)

Similarly, the symmetrization postulate in equations (42)
and (43) is also assumed by some authors as a direct con-
sequence of dealing with trajectories18. We also want to
note also that Bohmian mechanics does not require an ad-
ditional (ad hoc) postulate for the measurement since it
is treated as a particular case of the interaction between
(pointer and system) particles, as discussed in Section 4.5.
In any case, the previous three postulates must be inter-
preted here as a summary of the basic ingredients neces-
sary to obtain (the Bohmian) predictions for the many-
particle (nonrelativistic) systems covered in this review.

Finally, let us make a brief comment on the interpre-
tation of the Bohmian theory. We have emphasized along
this review that the mathematical formalism behind the
Bohmian theory is enough to ensure that predictions re-
produce the experimental results (for single-particle or
many-body problems, with or without measuring appa-
ratus). Certainly, behind a formalism, one can infer an
interpretation on how nature is built. There are sev-
eral quantum theories (Copenhagen, Bohmian, sponta-
neous collapse, many worlds, etc.) which are empirically
equivalent, while providing a radically different under-
standing of nature19. Among all these possible inter-
pretations, the Bohmian theory provides a quite trivial
(and empirically correct!) understanding of any type of
quantum experiment in terms of (point) particles guided

18 According to references [10,420], Bohmian mechanics for
identical particles can be described in a “reduced” space
�

3N/SN , with SN the permutation space of N-particles.
19 Some readers can be surprised that, instead of its unques-
tionable success, there is still a vivid debate on how to interpret
the quantum mechanical wave function. See, for example, the
recent paper of Pusey et al. [421] where they discuss whether
the wave function is only information or corresponds directly
to reality.

by waves20. In this regard, since the role of physics is
providing understandable explanations on what seemed
incomprehensible at the beginning, the simpler an expla-
nation is, the more understandable it becomes. Therefore,
the Bohmian route seems a very healthy and beautiful path
to take while traveling through the quantum territory, and
we certainly recommend it.

5 Final remarks

In 1924, Louis de Broglie [424] and later, in 1952,
David Bohm [15,16] proposed an explanation of quan-
tum phenomena in terms of particles guided by waves.
In spite of being fully compatible with all empirical re-
sults [9–11,14,18,19,22], since its origin almost a century
ago till quite recently, the Bohmian theory provoked only
metaphysical discussions21. During the last decades the
scientific community has started to consider seriously the
Bohmian formalism as an additional route to compute
quantum phenomena.

In this review we have shown the utility of Bohmian
mechanics with different practical examples rather than
with abstract discussions. We have presented a brief ex-
planation on the Bohmian formalism and a large list of
nonrelativistic spinless quantum problems solved with it.
In this manner, we wanted to let the readers to evalu-
ate for themselves whether what has already been done
with Bohmian mechanics is attractive enough for them to
consider using it. In any case, we want to apologize to re-
searchers whose work may have not been included in this
review.

The formalism and the interpretation of any theory
belong to different planes. In this review, we have fo-
cused on the Bohmian formalism, avoiding metaphysical
(or interpretive) discussions about the Bohmian theory.
One can use the Bohmian route even if one dislikes its in-
terpretation of quantum phenomena. Equivalently, some
people can be interested on Feynman’s path integrals or
Heisenberg’s matrices as a mathematical tool, while others
can try to relate how these elements explain the intrinsic
structure of nature (whatever this means).

It was in the late 1990s, with the works of Wyatt
et al. [53,193], that the chemistry community started to

20 The Bohmian theory is not free from slightly different inter-
pretations. For example, David Albert proposes that there is a
unique trajectory in the high-dimensional configuration space,
“the marvellous point” moving under the influence of a wave
in the high-dimensional configuration space [422]. Additionally,
for example, Dürr et al. write “We propose [...] that the wave
function is a component of physical law rather than of the real-
ity described by the law” [423]. Others, for example T. Norsen
et al., emphasize the ability of the conditional wave function
to interpret quantum mechanics in real space [228,229].
21 Bohmian mechanics is a counterexample that disproves von
Neumann’s conclusions [425], in the sense that it is possible to
obtain the predictions of standard quantum mechanics with a
hidden-variables theory [9–11,14,18,19]. This was perhaps the
first utility of Bohm’s work.
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study seriously the practical utility of the Bohmian for-
malism in their everyday research. The first step was an-
alyzing the ability of these Bohmian trajectories to repro-
duce the (unitary) evolution of a wave function. At this
stage, the Bohmian route and the quantum hydrodynamic
route due to Madelung [21] are perfectly equivalent.

Although it is not possible to obtain the Bohmian tra-
jectories in a single measurement, we want to remark the
relevance of the (average) trajectories measured in ref-
erence [177] (and plotted in Fig. 11). The measurement
of trajectories opens relevant and unexplored possibilities
for the understanding of quantum phenomena through the
quantitative comparison between simulated and measured
(Bohmian or hydrodynamic) trajectories, instead of using
the wave function and its related parameters. In any case,
along this review, we have emphasized many times that
Bohmian mechanics is much more than reproducing the
(unitary) time-evolution of a (single-particle) wave func-
tion with trajectories. This is certainly an ability of the
Bohmian formalism, but it is only the tip of the iceberg.

Some people erroneously consider that the Bohmian
formalism is some kind of semiclassical approach to the
quantum theory. Bohmian mechanics can indeed be very
useful in studying the quantum-to-classical transition, but
it is a theory that, by construction, provides an expla-
nation for all experimental results of quantum phenom-
ena, involving nonlocality, entanglement, superposition,
etc. [9–11,14,18,19,22]. Nowadays, as have been shown in
this review, the Bohmian formalism is also starting to be
used to tackle many-body problems where the computa-
tion of the big wave function is unaccessible. We have
emphasized that the Bohmian theory is a very enlight-
ening route to study nonunitary and nonlinear quantum
evolutions. Such type of evolutions appears in open quan-
tum systems coupled to the environment, to a measur-
ing apparatus, etc. The field of quantum computing is a
paradigmatic example. Most theoretical quantum comput-
ing algorithms are based on unitary and linear manipula-
tions of states. However, as we discussed in Section 4.4,
these properties are strictly valid only for closed quan-
tum systems. Any experimental implementation of quan-
tum bits will deal with open quantum systems where the
states are initialized, manipulated and measured from out-
side. Then, unitary evolutions and linear superpositions of
states are not fully guaranteed. The Bohmian route offers
a natural way of finding a single-particle wave function de-
fined in physical (open) space, while still capturing many-
particle features of a larger (closed) space. The so-called
conditional wave function is a natural bridge between the
high-dimensional indigestible configuration space and the
physical space.

Let us explain the dichotomy between open and closed
quantum systems with different words. The standard for-
malism assumes an intrinsic separation between the so-
called quantum (sub)system and the rest of the world
(meaning the environment, the apparatus, etc.). The in-
teraction of the rest of the world with the (sub)system is
introduced in terms of operators. Such an intrinsic sepa-
ration and the operators are not needed in the Bohmian

formalism22 that, in principle, includes all degrees of free-
dom. Bohmian mechanics allows us to look inside the op-
erators with a microscopic vision of the interaction be-
tween the quantum (sub)system and the rest of the world.
To be fair, none of the quantum routes (the Bohmian
one included) seems able to escape the fact that the
big wave function, living in the high-dimensional con-
figuration space, is inaccessible. Therefore, any practi-
cal Bohmian simulation, needs also a separation between
those degrees of freedom that will be effectively simulated
and those that will not. In this case, such (computational)
separation is very often completely arbitrary and it de-
pends, for example, on the capabilities of our computers
to deal with algorithms involving a large number of vari-
ables. Therefore, the Bohmian route does not provide any
magical computational solution, but it shows a different
route to tackle the (nonlinear and nonunitary) evolution
of quantum subsystems. It allows a fresh view on many-
body problems, on novel types of (weak) measurements,
on the quantum-to-classical transitions, etc.

As we have already indicated, the serious analysis of
the practical usefulness of Bohmian mechanics started
about fifteen years ago. Since then, step by step, the inter-
est of the Bohmian formalism among the scientific commu-
nity as an additional route to travel through all corners of
the quantum territory is growing. However, a lot of work
is still needed! We hope this review encourages more re-
searchers to add the Bohmian route to their collection of
tools (not as the only one, but as a useful alternative in
some problems) to help in their forefront research.
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22 J.S. Bell illustrated this point with the following sentence:
“Bohm’s 1952 papers on quantum mechanics were for me a
revelation. The elimination of indeterminism was very strik-
ing. But more important, it seemed to me, was the elimination
of any need for a vague division of the world into ’system’ on
the one hand, and ‘apparatus’ or ‘observer’ on the other. I have
always felt since that people who have not grasped the ideas of
those papers [. . . ] and unfortunately they remain the major-
ity [. . . ] are handicapped in any discussion of the meaning of
quantum mechanics” [14].
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22. D. Dürr, S. Goldstein, N. Zangh̀ı, J. Stat. Phys. 116, 959

(2004)
23. J.S. Parker, G.S.J. Armstrong, M. Boca, K.T. Taylor, J.

Phys. B 42, 134011 (2009)
24. M. Schlosser, S. Tichelmann, J. Kruse, G. Birkl, Quantum

Inf. Process. 10, 907 (2011)
25. M. Greiner, O. Mandel, T. Esslinger, T.W. Hänsch,
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Phys. Rev. B 82, 085301 (2010)
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163. D. Dürr, S. Goldstein, R. Tumulka, N. Zangh̀ı, Phys. Rev.

Lett. 93, 090402 (2004)
164. S. Colin, W. Struyve, J. Phys. A 40, 7309 (2007)
165. W. Struyve, J. Phys.: Conf. Ser. 306, 012047 (2011)
166. W. Struyve, Rev. Prog. Phys. 73, 106001 (2010)
167. T. Takabayasi, Prog. Theor. Phys. 8, 143 (1952)
168. P. Holland, Phys. Lett. A 128, 9 (1988)
169. A. Valentini, in Bohmian Mechanics and quantum

Theory: An Appraisal, edited by A. Fine, J.T. Cushing,
S. Goldstein (Kluwer, Dordrecht, 1996), Chap. Pilot-wave
theory of fields, gravitation and cosmology, pp. 45–66

170. W. Struyve, H. Westman, Proc. R. Soc. A 463, 3115
(2007)

171. C. Callender, R. Weingard, in PSA: Proceedings of
the Biennial Meeting of the Philosophy of Science
Association, 1994 , pp. 218–227

172. N. Pinto-Neto, Found. Phys. 35, 577 (2005)
173. F. Shojai, S. Molladovoudi, Gen. Rel. Grav. 39, 795

(2007)
174. J.A. de Barros, N. Pinto-Neto, M.A. Sagioro-Leal, Phys.

Lett. A 241, 229 (1998)
175. F. Shojai, M. Golshani, Int. J. Mod. Phys. A 13, 677

(1998)
176. N. Pinto-Neto, E.S. Santini, F.T. Falciano, Phys. Lett.

A 344, 131 (2005)
177. S. Kocsis, B. Braverman, S. Ravets, M.J. Stevens, R.P.

Mirin, L.K. Shalm, A.M. Steinberg, Science 332, 1170
(2011)

178. A. Orefice, R. Giovanelli, D. Ditto, Found. Phys. 39, 256
(2009)

179. J. Mazur, R.J. Rubin, J. Chem. Phys. 31, 1395 (1959)
180. A. Goldberg, H.M. Schey, J.L. Schwartz, Am. J. Phys.

35, 177 (1967)
181. E.A. McCullough, R.E. Wyatt, J. Chem. Phys. 51, 1253

(1969)
182. E.A. McCullough, R.E. Wyatt, J. Chem. Phys. 54, 3578

(1971)
183. R.A. Marcus, J. Chem. Phys. 45, 4493 (1966)
184. J.O. Hirschfelder, C.J. Goebel, L.W. Bruch, J. Chem.

Phys. 61, 5456 (1974)
185. J.O. Hirschfelder, J. Chem. Phys. 67, 5477 (1977)
186. J.O. Hirschfelder, K.T. Tang, J. Chem. Phys. 64, 760

(1976)
187. R.E. Wyatt, J. Chem. Phys. 111, 4406 (1999)
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420. H.R. Brown, E. Sjöqvist, G. Bacciagaluppi, Phys. Lett.

A 251, 229 (1999)
421. M.F. Pusey, J. Barrettt, T. Rudolph, Nature 8, 475

(2012)
422. D. Albert, in Bohmian mechanics and quantum theory:

an appraisal, edited by J. Cushing, A. Fine, S. Goldstein
(Kluwer, 1996), pp. 277–284
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